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After completing this chapter, you should be able to: 

1. Understand the nature of the control cycle and four key steps in a general project control model.

2. Recognize the strengths and weaknesses of common project evaluation and control methods.

3. Understand how Earned Value Management can assist project tracking and evaluation.

4. Use Earned Value Management for project portfolio analysis.

5. Understand behavioral concepts and other human issues in evaluation and control.

6. From Appendix 13.1: Understand the advantages of Earned Schedule methods for  determining 
project schedule variance, schedule performance index, and estimates to completion.
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PROJECT PROFILE

New York City’s CityTime Project

“… virtually all of the $600 million that the City paid to SAIC for CityTime was tainted, directly or indirectly, by fraud.”
In announcing charges filed against several contractors and project overseers for New York City’s troubled CityTime 
automated payroll and time keeping project, Manhattan U.S. Attorney Preet Bharara placed the blame for the mas-
sive cost overruns squarely at the feet of corrupt project managers and their shockingly brazen money skimming 
practices.

In 1998, when former mayor Rudolph Giuliani announced the creation of the CityTime project for New York City’s 
employees, he was seeking to automate an outdated, paper-based time card and payroll system used by some 300,000 
city employees. Over the years, this record-keeping system could not keep up with the large employee base, leading 
to allegations of waste and routinely falsified time sheets, all of which cost the city millions a year. CityTime was sup-
posed to fix this problem by automating and updating the old paper-based methods with the latest electronic, inte-
grated information system. When the city authorized the project, the winning bid was awarded to Science Applications 
International Corporation (SAIC) for $63 million over a five-year period. SAIC’s job as prime contractor was to oversee 
the development of the new computer-based system and support the migration of all record-keeping and payroll 
processes to the new system. By the time the dust settled, New York City had spent over $720 million on a system that 
took 10 years to install. Worse, much of the money appears to have been siphoned off by a string of “consultants” and 
subcontractors, who all used the project to get rich.

How did things get so bad? Federal prosecutors have said that nearly the entire sum the city spent on the project 
was stained by an epic fraud that involved hundreds of contractors, systemic overbilling, and an international money-
laundering conspiracy.
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The project involved numerous stakeholders, all with differing motives and all convinced that others were using 
the project to push their own agendas. For example, as early as 2003, unions representing city employees were com-
plaining about the new system and the inflated salaries of numerous consultants and officials involved in the project. 
Still, nothing happened. That was because CityTime had powerful supporters who included the new mayor, Michael 
Bloomberg; his budget chief Mark Page; and Joel Bondy, the director of the Office of Payroll Administration (OPA). 
These officials saw the project as a way to control both overtime and pension costs and regarded union complaints as 
the predictable anger of city employees being stripped of their ability to game the system.

Official oversight for this project rested with a three-person panel including Mark Page, a representative for 
Comptroller Bill Thompson, and Joel Bondy, who led the Office of Payroll Administration up until he was fired. Despite 
this oversight, Attorney Baharara says the private contractors and consultants were able to manipulate the terms of 
their contracts and inflate the costs eleven times the original estimate. Their biggest coup was getting the project terms 
changed from a fixed-price contract to a fixed-price level of effort contract. This meant that in future, the city would be 
held responsible for all cost overruns, which quickly became enormous.

Around this time, allegations of fraud and widespread theft were gaining ground. Mark Mazer, for example, was hired 
in 2004 to streamline and rescue the project, which had been falling behind its original schedule. He is accused of taking 
more than $25 million in kickbacks in addition to his $4.4 million salary from the CityTime project. His job? Ironically, Mazur 
was the outside contractor hired by the city to keep a close eye on the other outside contractors who were performing the 
work; a classic case of the fox being set to guard the chickens! Meanwhile, the prime CityTime contractor, Science Applications 
International Corp. (SAIC), received more than $600 million from the city. SAIC’s project chief, Gerard Denault, is accused of 
taking $9 million in kickbacks. SAIC’s systems engineer, Carl Bell, took more than $5 million and pleaded guilty to doing so.

Much of the bribe money flowed through Technodyne, a subcontractor hired by SAIC and headed by an Indian-
American husband and wife team, Reddy and Padma Allen. SAIC paid $450 million to Technodyne, and the Allens 
responded with a series of illegal cash payments for Denault, Bell, and Mark Mazer, according to the government. In 
return, investigators say, these individuals worked together to pad the CityTime payroll and prolong the project. The 
Allens shipped at least $50 million to companies they controlled in India. Part of it was then wired back to the United 
States to shell companies controlled by Denault and Bell. Mazer was paid off through a larger web of shell companies. 
Mazer then funneled millions of dollars stolen from the city to bank accounts overseas. Investigators found hundreds of 
thousands of dollars stashed in safe-deposit boxes around the city that were part of the ill-gotten gains.

Things finally began to unravel in 2010 (over 10 years into the project) when an unhappy CityTime consultant who 
had been fired went to the city’s Department of Investigation and blew the whistle. The Department of Investigation 
began its own probe and then notified federal authorities who were brought into the case. Federal indictments were 
 returned in 2010 and the cases were finally brought to trial in 2013.

Before he left office, Mayor Michael Bloomberg demanded that SAIC repay the city more than $600 million spent 
on the scandal-plagued CityTime payroll technology project. In 2012, SAIC came to an agreement with New York City 
to repay $500 million to avoid federal prosecution. As the U.S. Attorney noted in her indictment, “… the corruption on 
the CityTime project was epic in duration, magnitude, and scope. As alleged, CityTime served as a vehicle for an unprec-
edented fraud, which appears to have metastasized over time.”

Ironically, a computer system that was developed to make sure that city employees did not cheat on their time 
card hours resulted in one of the biggest cases of graft, cheating, and outright theft that New York City has ever seen. 
Project controls and oversight for the project simply did not exist as city officials adopted an attitude that “outside 
contractors can do it better.” If by “doing it better,” officials meant “are more capable of theft,” then they may have 
been right. It seems that the echoes of the CityTime scandal are finally starting to fade. Of the 11 people arrested in 
connection with the fraud and corruption, by 2014, eight had been convicted, the Allens had fled back to India with 
at least $35 million, and one died prior to the start of his trial. Most recently, a federal judge in Manhattan sentenced 
three men, including Mark Mazur, to 20 years in prison for their roles in the scandal-ridden project, and he also sharply 
criticized New York City’s contracting procedures for what he called a lack of “adequate and effective oversight.”1

INTRODUCTION

One of the most significant challenges with running a project has to do with maintaining an accu-
rate monitoring and control system for its implementation. Because projects are often defined by 
their constraints (i.e., budget and schedule limitations), it is vital that we ensure they are controlled 
as carefully as possible. Project monitoring and control are the principal mechanisms that allow 
the project team to stay on top of a project’s evolving status as it moves through the various life 
cycle stages toward completion. Rather than adopting a “no news is good news” approach to 
monitoring and control of projects, we need to clearly understand the benefits that can be derived 
from careful and thorough status assessments as the project moves forward.

In order to best ensure that the project’s control will be as optimal as possible, we need to focus 
our attention on two important aspects of the monitoring process. First, we need to identify the 
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appropriate cues that signal project status as well as understand the best times across the project’s 
life cycle to get accurate assessments of its performance. In other words, we need to be fully aware 
of the what and when questions: What information concerning the project should be measured, and 
when are the best times to measure it? Our goal is to have a sense of how to develop systematic proj-
ect control that is comprehensive, accurate, and timely. Put another way, when we are responsible 
for a multimillion-dollar investment in our organization, we want to know the status of the project, 
we want that information as soon as we can get it, and we want it to be as up-to-date as possible.

13.1 CONTROL CYCLES—A GENERAL MODEL

A general model of organizational control includes four components that can operate in a continu-
ous cycle and can be represented as a wheel. These elements are:

1. Setting a goal. Project goal setting goes beyond overall scope development to include 
setting the project baseline plan. The project baseline is predicated on an accurate Work 
Breakdown Structure (WBS) process. Remember that WBS establishes all the deliverables 
and work packages associated with the project, assigns the personnel responsible for them, 
and creates a visual chart of the project from the highest level down through the deliverable 
and task levels. The project baseline is created as each task is laid out on a network diagram 
and resources and time durations are assigned to it.

2. Measuring progress. Effective control systems require accurate project measurement mecha-
nisms. Project managers must have a system in place that will allow them to measure the ongoing 
status of various project activities in real time. We need a measurement system that can provide 
information as quickly as possible. What to measure also needs to be clearly defined. Any number 
of devices will allow us to measure one aspect of the project or another; however, the larger ques-
tion is whether or not we are getting the type of information we can really use.

3. Comparing actual with planned performance. When we have some sense of the original base-
line (plan) and a method for accurately measuring progress, the next step is to compare the two 
pieces of information. A gap analysis can be used as a basis for testing the project’s  status. Gap 
analysis refers to any measurement process that first determines the goals and then the degree 
to which the actual performance lives up to those goals. The smaller the gaps between planned 
and actual performance, the better the outcome. In cases where we see obvious differences 
between what was planned and what was realized, we have a clear-cut warning signal.

4. Taking action. Once we detect significant deviations from the project plan, it becomes nec-
essary to engage in some form of corrective action to minimize or remove the deviation. 
The process of taking corrective action is generally straightforward. Corrective action can 
either be relatively minor or involve significant remedial steps. At its most extreme, correc-
tive action may even involve scuttling a nonperforming project. After corrective action, the 
monitoring and control cycle begins again.

As Figure 13.2 demonstrates, the control cycle is continuous. As we create a plan, we begin 
measurement efforts to chart progress and compare stages against the baseline plan. Any indica-
tions of significant deviations from the plan should immediately trigger an appropriate response, 

1. Setting a goal

4. Taking action
    and recycling
    the process

2. Measuring
    progress

3. Comparing actual
    with planned

FIGURE 13.2 The Project Control Cycle
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leading to a reconfiguration of the plan, reassessment of progress, and so on. Project monitoring is 
a continuous, full-time cycle of target setting, measuring, correcting, improving, and remeasuring.

13.2 MONITORING PROJECT PERFORMANCE

As we discovered in the chapters on project budgeting and resource management, once we have 
established a project baseline budget, one of the most important methods for indicating the 
 ongoing status of the project is to evaluate it against the original budget projections. For  project 
monitoring and control, both individual task budgets and the cumulative project budget are 
 relevant. The cumulative budget can be broken down by time over the project’s projected duration.

The Project S-Curve: A Basic Tool

As a basis for evaluating project control techniques, let us consider a simple example. Assume a 
project (Project Sierra) with four work packages (Design, Engineering, Installation, and Testing), 
a budget to completion of $80,000, and an anticipated duration of 45 weeks. Table 13.1 gives a 
breakdown of the project’s cumulative budget in terms of both work packages and time. As we 
discussed in Chapter 8, this type of budget is referred to as a time-phased budget.

To determine project performance and status, a straightforward time/cost analysis is often 
our first choice. Here the project’s status is evaluated as a function of the accumulated costs and 
labor hours or quantities plotted against time for both budgeted and actual amounts. We can see 
that time (shown on the x, or horizontal, axis) is compared with money expended (shown on the 
y, or vertical, axis). The classic project S-curve represents the typical form of such a relationship. 
Budget expenditures are initially low and ramp up rapidly during the major project execution 
stage, before starting to level off again as the project gets nearer to its completion (see Figure 13.3). 
Cumulative budget projections for Project Sierra shown in Table 13.1 have been plotted against the 
project’s schedule. The S-curve figure represents the project budget baseline against which actual 
budget expenditures are evaluated.

Monitoring the status of a project using S-curves becomes a simple tracking problem. At the 
conclusion of each given time period (week, month, or quarter), we simply total the cumulative 
project budget expenditures to date and compare them with the anticipated spending patterns. Any 
significant deviations between actual and planned budget spending reveal a potential problem area.

Simplicity is the key benefit of S-curve analysis. Because the projected project baseline is 
established in advance, the only additional data shown are the actual project budget expen-
ditures. The S-curve also provides real-time tracking information in that budget expenditures 
can be constantly updated and the new values plotted on the graph. Project information can be 
visualized immediately and updated continuously, so S-curves offer an easy-to-read evaluation 
of the project’s status in a timely manner. (The information is not necessarily easily interpreted, 
however, as we shall see later.)

Our Project Sierra example (whose budget is shown in Table 13.1) can also be used to illus-
trate how S-curve analysis is employed. Suppose that by week 21 in the project, the original budget 
projected expenditures of $50,000. However, our actual project expenditures totaled only $40,000. 

TABLE 13.1 Budgeted Costs for Project Sierra (in thousands $)

Duration (in weeks)

5 10 15 20 25 30 35 40 45 Total

Design 6  2

Engineer  4  8  8  8

Install  4 20  6

Test  2  6  4  2

Total 6  6  8 12 28  8  6  4  2

Cumul. 6 12 20 32 60 68 74 78 80 80
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In effect, there is a $10,000 budget shortfall, or negative variance between the cumulative  budgeted 
cost of the project and its cumulative actual cost. Figure 13.4 shows the tracking of  budgeted expen-
ditures with actual project costs, including identifying the negative variance shown at week 21. In 
this illustration, we see the value of S-curve analysis as a good visual method for linking project 
costs (both budgeted and actual) over the project’s schedule.

S-Curve Drawbacks

When project teams consider using S-curves, they need to take the curves’ significant drawbacks 
as well as their strengths into consideration. S-curves can identify positive or negative variance 
 (budget expenditures above or below projections), but they do not allow us to make reasonable 
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interpretations as to the cause of variance. Consider the S-curve shown in Figure 13.4. The actual 
budget expenditures have been plotted to suggest that the project team has not spent the total 
planned budget money to date (there is negative variance). However, the question is how to 
interpret this finding. The link between accumulated project costs and time is not always easily 
resolved. Is the project team behind schedule (given that they have not spent sufficient budget to 
date) or might there be alternative reasons for the negative variance?

Assume that your organization tracks project costs employing an S-curve approach and uses 
that information to assess the status of an ongoing project. Also assume that the project is to be 
completed in 12 months and has a budget of $150,000. At the six-month checkup, you discover that 
the project S-curve shows significant shortfall; you have spent far less on the project to date than 
was originally budgeted. Is this good or bad news?

On the surface, we might suppose that this is a sign of poor performance; we are lagging far 
behind in bringing the project along and the smaller amount we have spent to date is evidence 
that our project is behind schedule. On the other hand, there are any number of reasons why this 
circumstance actually might be positive. For example, suppose that in running the project, you 
found a cost-effective method for doing some component of the work or came across a new tech-
nology that significantly cut down on expenses. In that case, the time/cost metric may not only be 
misused, but might lead to dramatically inaccurate conclusions. Likewise, positive variance is not 
always a sign of project progress. In fact, a team may have a serious problem with overexpendi-
tures that could be interpreted as strong progress on the project when in reality it signals nothing 
more than their inefficient use of project capital resources. The bottom line is this: Simply evaluat-
ing a project’s status according to its performance on time versus budget expenditures may easily 
lead us into making inaccurate assumptions about project performance.

Another drawback with using S-curves to update a project’s progress is that they are provid-
ing “reactive” data; that is, we plot the results of expenditures after the money has already been 
spent. S-curves are a tracking tool that are visually appealing but do not allow the project team to 
anticipate or take proactive actions because the information only arrives after the fact. Likewise, 
S-curves do not allow the team to forecast project expenditures or other performance metrics to 
completion. We know how much we have spent to date, but we only have the initial budget to 
suggest how much we should have spent and how much we are likely to spend in the future. Once 
significant variances start appearing in the budget, the question of what our final, likely project 
costs will be is extremely difficult to determine.

Milestone Analysis

Another method for monitoring project progress is milestone analysis. A milestone is an event or 
stage of the project that represents a significant accomplishment on the road to the project’s com-
pletion. Completion of a deliverable (a combination of multiple project tasks), an important activ-
ity on the project’s critical path, or even a calendar date can all be milestones. In effect, milestones 
are road markers that we observe on our travels along the project’s life cycle. There are several 
benefits to using milestones as a form of project control.

1. Milestones signal the completion of important project steps. A project’s milestones are an 
important indicator of the current status of the project under development. They give the 
project team a common language to use in discussing the ongoing status of the project.

2. Milestones can motivate the project team. In large projects lasting several years, motiva-
tion can flag as team members begin to have difficulty seeing how the project is proceeding 
overall, what their specific contribution has been and continues to be, and how much longer 
the project is likely to take. Focusing attention on milestones helps team members become 
more aware of the project’s successes as well as its status, and they can begin to develop 
greater task identity regarding their work on the project.

3. Milestones offer points at which to reevaluate client needs and any potential change 
requests. A common problem with many types of projects is the nature of repetitive and con-
stant change requests from clients. Using project review milestones as formal “stop points,” 
both the project team and the clients are clear on when they will take midcourse reviews of 
the project and how change requests will be handled. When clients are aware of these formal 
project review points, they are better able to present reasonable and well-considered feed-
back (and specification change requests) to the team.
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4. Milestones help coordinate schedules with vendors and suppliers. Creating delivery 
dates that do not delay project activities is a common challenge in scheduling delivery of 
key project components. From a resource perspective, the project team needs to receive 
supplies before they are needed but not so far in advance that space limitations, holding 
and inventory costs, and in some cases spoilage are problems. Hence, to balance delays of 
late shipments against the costs associated with holding early deliveries, a well-considered 
system of milestones creates a scheduling and coordinating mechanism that identifies the 
key dates when supplies will be needed.

5. Milestones identify key project review gates. For many complex projects, a series of mid-
term project reviews are mandatory. For example, many projects that are developed for the 
U.S. government require periodic evaluation as a precondition to the project firm receiving 
some percentage of the contract award. Milestones allow for appropriate points for these 
reviews. Sometimes the logic behind when to hold such reviews is based on nothing more 
than the passage of time (“It is time for the July 1 review”). For other projects, the review gates 
are determined based on completion of a series of key project steps (such as the evaluation of 
software results from the beta sites).

6. Milestones signal other team members when their participation is expected to begin. Many 
times projects require contributions from personnel who are not part of the project team. For 
example, a quality assurance individual may be needed to conduct systems tests or quality 
inspection and evaluations of work done to date. If the quality supervisor does not know when 
to assign a person to our project, we may find when we reach that milestone that no one is 
available to help us. Because the quality assurance person is not part of the project team, we 
need to coordinate her involvement in order to minimize disruption to the project schedule.

7. Milestones can delineate the various deliverables developed in the Work Breakdown Structure 
and thereby enable the project team to develop a better overall view of the project. We then 
are able to refocus efforts and function-specific resources toward the deliverables that show 
signs of trouble, rather than simply allocating resources in a general manner. For example, 
indications that the initial project software programming milestone has been missed allow 
the project manager to specifically request additional programmers downstream, in order to 
make up time later in the project’s development.

Figure 13.5 gives an example of a simple Gantt chart with milestones included. The mile-
stones in this case are simply arbitrary points established on the chart; we could just as easily have 
placed them after completed work packages or by using some other criteria.

Problems with Milestones

Milestones, in one form or another, are probably the simplest and most widely used of all project 
control devices. Their benefits lie in their clarity; it is usually easy for all project team members to 
relate to the idea of milestones as a project performance metric. The problem with them is that, like 

FIGURE 13.5 Gantt Chart with Milestones

Source: MS Project 2013, Microsoft Corporation
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S-curves, they are a reactive control system. You must first engage in project activities and then 
evaluate them relative to your goal. If you significantly underperform your work to that point, you 
are faced with having to correct what has already transpired. Imagine, for example, that a project 
team misses a milestone by a large margin. Not having received any progress reports until the 
point that the bad news becomes public, the project manager is probably not in a position to craft 
an immediate remedy for the shortfall. At this point, the problems are compounded. Due to the 
delay in receiving the bad news, remedial steps are themselves delayed, pushing the project even 
farther behind.

The Tracking Gantt Chart

One form of the Gantt chart, referred to as a tracking Gantt chart, is useful for evaluating project 
performance at specific points in time. The tracking Gantt chart allows the project team to con-
stantly update the project’s status by linking task completion to the schedule baseline. Rather than 
monitor costs and budget expenditures, a tracking Gantt chart identifies the stage of completion 
each task has attained by a specific date within the project. For example, Figure 13.6 represents 
Project Blue, involving five activities. As the project progresses, its current status is indicated by 
the vertical status bar shown for Thursday, July 24. To date, activity A (Licensing Agreement) has 
been 100% completed, while its two subsequent tasks, Specification Design and Site Certification, 
are shown as having progressed proportionally by the identified tracking date. That is, activity B 
(Specification Design) is rated as 57% completed, and activity C (Site Certification) as 80% com-
pleted. Activities D and E have not yet begun in this example.

It is also possible to measure both positive and negative deviations from the schedule base-
line with the tracking Gantt chart. Let us suppose, using our Project Blue example, that activity B 
remains approximately 57% completed as of the baseline date indicated. On the other hand, activ-
ity C has not progressed as rapidly and is only 20% completed as of the July 24 date. The chart can 
be configured to identify the variations, either positive or negative, in activity completion against 
the project baseline. These features are demonstrated in Figure 13.7, showing the current date for 
the project and the delay in progress on activity C.

FIGURE 13.6 Assessing Project Blue’s Status Using Tracking Gantt Chart

Source: MS Project 2013, Microsoft Corporation

FIGURE 13.7 Tracking Gantt with Project Activity Deviation

Source: MS Project 2013, Microsoft Corporation
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Benefits and Drawbacks of Tracking Gantt Charts

A key benefit of tracking Gantt charts is that they are quite easy to understand. The visual 
nature of the feedback report is easy to assimilate and interpret. This type of control chart can be 
updated very quickly, providing a sense of real-time project control. On the other hand, track-
ing Gantt charts have some inherent drawbacks that limit their overall utility. First, although 
they may show which tasks are ahead of schedule, on schedule, and behind  schedule, these 
charts do not identify the underlying source of problems in the cases of task slippage. Reasons 
for schedule slippage cannot be inferred from the data presented. Second, tracking control 
charts do not allow for future projections of the project’s status. It is difficult to accurately 
estimate the time to completion for a project, particularly in the case of significant positive or 
negative variation from the baseline schedule. Is a series of early finishes for some activities 
good news? Does that signal that the project is likely to finish earlier than estimated? Because 
of these drawbacks, tracking charts should be used along with other techniques that offer 
more prescriptive power.

13.3 EARNED VALUE MANAGEMENT

An increasingly popular method used in project monitoring and control consists of a mechanism 
that has become known as Earned Value Management (EVM).* The origins of EVM date to 
the 1960s when U.S. government contracting agencies began to question the ability of contrac-
tors to accurately track their costs across the life of various projects. As a result, after 1967, the 
Department of Defense imposed 35 Cost/Schedule Control Systems Criteria that suggested, in 
effect, that any future projects procured by the U.S. government in which the risk of cost growth 
was to be retained by the government must satisfy these 35 criteria.2 In the more than four years 
since its origin, EVM has been practiced in multiple settings, by agencies from governments as 
diverse as Australia, Canada, and Sweden, as well as by a host of project-based firms in numer-
ous industries.

Unlike previous project tracking approaches, EVM recognizes that it is necessary to 
jointly consider the impact of time, cost, and project performance on any analysis of current 
project  status. Put another way: Any monitoring system that only compares actual against 
budgeted cost numbers ignores the fact that the client is spending that money to accomplish 
something—to create a project. Therefore, EVM reintroduces and stresses the importance of 
analyzing the time element in project status updates. Time is important because it becomes 
the basis for determining how much work should be accomplished at certain milestone points. 
EVM also allows the project team to make future projections of project status based on its 
 current state. At any point in the project’s development, we are able to calculate both  schedule 
and budget efficiency factors (the efficiency with which budget is being used relative to the 
value that is being created) and use those values to make future projections about the  estimated 
cost and schedule to project completion.

We can illustrate the advance in the project control process that Earned Value Management 
represents by comparing it to the other project tracking mechanisms. If we consider the key metrics 
of project performance as those success criteria discussed in Chapter 1 (schedule, budget, and per-
formance), most project evaluation approaches tend to isolate some subset of the overall success 
measure. For example, project S-curve analysis directly links budget expenditures with the project 
schedule (see Figure 13.8). Again, the obvious disadvantage to this approach is that it ignores the 
project performance linkage.

Project control charts such as tracking Gantt charts link project performance with sched-
ule but may give budget expenditures short shrift (see Figure 13.9). The essence of a tracking 
approach to project status is to emphasize project performance over time. Although the argument 

* Note that Earned Value Management (EVM) is used interchangeably with Earned Value Analysis (EVA). EVA is an older 
term, though still widely in use. EVM has become increasingly common and is used within many project firms.
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could be made that budget is implicitly assumed to be spent in some preconceived fashion, this 
metric does not directly apply a link between the use of time and performance factors with 
 project cost.

Earned value (EV), on the other hand, directly links all three primary project success metrics 
(cost, schedule, and performance). This methodology is extremely valuable because it allows for 
regular updating of a time-phased budget to determine schedule and cost variances, as identified by 
the regular measurement of project performance (see Figure 13.10).

Terminology for Earned Value

Following are some of the key concepts that allow us to calculate earned value and use its 
figures to make future project performance projections. Many of these definitions are taken 
from the Project Management Institute’s Project Management Body of Knowledge (PMBoK), 
5th Edition.

PV Planned value. The authorized budget assigned to scheduled work. At any given moment, planned 
value defines the physical work that should have been accomplished to that point in time. It can also 
be thought of as a cost estimate of the budgeted resources scheduled across the project’s life cycle 
(cumulative baseline). In older terminology, PV used to be referred to as BCWS (Budgeted Cost of 
Work Scheduled).

EV Earned value. This is a measure of the work performed expressed in terms of the budget 
authorized for that work. This is the real budgeted cost, or “value,” of the work that has actually 
been performed to date. In older terminology, EV used to be referred to as Budgeted Cost of Work 
Performed (BCWP).
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AC Actual cost of work performed. This is the realized cost for the work performed on an activity dur-
ing a specific time period. It is the cumulative total costs incurred in accomplishing the various project 
work packages that EV measured. In older terminology, AC used to be referred to as Actual Cost of 
Work Performed (ACWP).

SV Schedule variance. This is a measure of schedule performance expressed as the difference between 
the earned value and the planned value, or EV – PV. It is the amount by which the project is ahead or 
behind the delivery date at a given point in time.

CV Cost variance. This is a measure of cost performance expressed as the difference between the 
earned value and the actual cost of work performed, or EV – AC. It is the amount of budget deficit or 
surplus at a given point in time.

SPI Schedule Performance Index. The rate at which project performance is meeting schedule 
expectations up to a point in time. SPI is expressed as the earned value to date divided by the 
planned value of work scheduled to be performed (EV/PV). This value allows us to calculate the 
projected schedule of the project to completion.

CPI Cost Performance Index. The rate at which project performance is meeting cost expectations 
during a given period of time. CPI is expressed as the earned value divided by the actual, cumulative 
cost of the work performed to date (EV/AC). This value allows us to calculate the projected budget to 
completion.

BAC Budgeted cost at completion. This value represents the total budget for a project.

EAC Estimate at completion. The expected total cost of completing all work on the project. This is the 
projected (forecasted) total cost based on project performance to that point in time. It is represented 
as the sum of actual costs (AC) plus an estimate to complete all remaining work.

Creating Project Baselines

The first step in developing an accurate control process is to create the project baselines against 
which progress can be measured. Baseline information is critical regardless of the control process 
we employ, but baselines are elemental when performing EVM. The first piece of information 
necessary for performing earned value is the planned value, that is, the project baseline. The 
PV should comprise all relevant project costs, the most important of which are personnel costs, 
equipment and materials, and project overhead, sometimes referred to as level of effort. Overhead 
costs (level of effort) can include a variety of fixed costs that must be included in the project 
budget, including administrative or technical support, computer work, and other staff expertise 
(such as legal advice or marketing). The actual steps in establishing the project baseline are fairly 
straightforward and require two pieces of data: the Work Breakdown Structure and a time-phased 
project budget.

1. The Work Breakdown Structure identified the individual work packages and tasks  
necessary to accomplish the project. As such, the WBS allowed us to first identify the indi-
vidual tasks that would need to be performed. It also gave us some understanding of the 
hierarchy of tasks needed to set up work packages and identify personnel needs (human 
resources) in order to match the task requirements to the correct individuals capable of 
performing them.

2. The time-phased budget takes the WBS one step further: It allows us to identify the correct 
sequencing of tasks, but more importantly, it enables the project team to determine the points in 
the project when budget money is likely to be spent in pursuit of those tasks. Say, for example, 
that our project team determines that one project activity, Data Entry, will require a budget of 
$20,000 to be completed, and further, that the task is estimated to require two months to com-
pletion, with the majority of the work being done in the first month. A time-phased budget for 
this activity might resemble the following:

Activity Jan Feb . . . Dec Total

Data Entry $14,000 $6,000 -0- $20,000

Once we have collected the WBS and applied a time-phased budget breakdown, we can create 
the project baseline. The result is an important component of earned value because it represents 
the standard against which we are going to compare all project performance, cost, and schedule 
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data as we attempt to assess the viability of an ongoing project. This baseline, then, represents 
our best understanding of how the project should progress. How the project is actually doing, is 
another matter.

Why Use Earned Value?

Let us illustrate the relevancy of EVM using our Project Sierra example. Return to the information 
presented in Table 13.1, as graphically represented on the project S-curve in Figure 13.3. Assume 
that it is now week 30 of the project and we are attempting to assess the project’s status. Also 
assume that there is no difference between the projected project costs and actual expenditures; that 
is, the project budget is being spent within the correct time frame. However, upon examination, 
suppose we were to discover that Installation was only half completed and Project Testing had not 
yet begun. This example illustrates both a problem with S-curve analysis and the strength of EVM. 
Project status assessment is relevant only when some measure of performance is considered in 
addition to budget and elapsed schedule.

Consider the revised data for Project Sierra shown in Table 13.2. Note that as of week 
30, work packages related to Design and Engineering have been totally completed, whereas 
the Installation is only 50% done, and Testing has not yet begun. These percentage values are 
given based on the project team or key individual’s assessment of the current status of work 
package completion. The question now is: What is the earned value of the project work done 
to date? As of week 30, what is the status of this project in terms of budget, schedule, and 
performance?

Calculating the earned value for these work packages is a relatively straightforward pro-
cess. As Table 13.3 shows, we can modify the previous table to focus exclusively on the relevant 
information for determining earned value as of week 30. The planned budget for each work 
package is multiplied by the percentage completed in order to determine the earned value to 
date for the work packages, as well as for the overall project. In this case, the earned value at the 
30-week point is $51,000.

Now we can compare the planned budget against the actual earned value using the original 
project budget baseline, shown in Figure 13.11. This process allows us to assess a more realistic 
determination of the status of the project when the earned value is plotted against the budget 
baseline. Compare this figure with the alternative method from Figure 13.4, in which a negative 

TABLE 13.2 Percentage of Tasks Completed for Project Sierra (in thousands $)

Duration (in weeks)

5 10 15 20 25 30 35 40 45 % Comp.

Design 6  2 100

Engineer  4  8  8  8 100

Install  4 20  6  50

Test  2  6  4  2   0

Total 6  6  8 12 28  8  6  4  2

Cumul. 6 12 20 32 60 68 74 78 80

TABLE 13.3 Calculating Earned Value (in thousands $)

Planned % Comp. Earned Value

Design  8 100  8

Engineer 28 100 28

Install 30  50 15

Test 14   0  0

Cumul. Earned Value 51
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variance is calculated, with no supporting explanation as to the cause or any indication about 
whether this figure is meaningful or not. Recall that by the end of week 30, our original budget 
projections suggested that $68,000 should have been spent. Instead, we are projecting a shortfall 
of $17,000. In other words, we are showing a negative variance not only in terms of money spent 
on the project, but also in terms of value created (performance) of the project to date. Unlike the 
standard S-curve evaluation, EVM variance is meaningful because it is based not simply on bud-
get spent, but value earned. A negative variance of $10,000 in budget expenditures may or may 
not signal cause for concern; however, a $17,000 shortfall in value earned on the project to date 
represents a variance of serious consequences.

Steps in Earned Value Management

There are five steps in Earned Value Management (EVM):

1. Clearly define each activity or task that will be performed on the project, including 
its resource needs as well as a detailed budget. As we demonstrated earlier, the Work 
Breakdown Structure allows project teams to identify all necessary project tasks. It further 
allows for each task to be assigned its own project resources, including equipment and 
materials costs, as well as personnel assignments. Finally, coupled with the task break-
downs and resource assignments, it is possible to create the budget figure or cost estimate 
for each project task.

2. Create the activity and resource usage schedules. These will identify the proportion  
of the total budget allocated to each task across a project calendar. Determine how much 
of an activity’s budget is to be spent each month (or other appropriate time period) 
across the project’s projected development cycle. Coupled with the development of a 
project budget should be its direct linkage to the project schedule. The determination of 
how much budget money is to be allocated to project tasks is important. Equally impor-
tant is the understanding of when the resources are to be employed across the project’s 
 development cycle.

3. Develop a “time-phased” budget that shows expenditures across the project’s life. The 
total (cumulative) amount of the budget becomes the project baseline and is referred to as 
the planned value (PV). In real terms, PV just means that we can identify the  cumulative 
budget expenditures planned at any stage in the project’s life. The PV, as a cumula-
tive value, is derived from adding the planned budget expenditures for each preceding 
time period.
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4. Total the actual costs of doing each task to arrive at the actual cost of work performed (AC). 
We can also compute the budgeted values for the tasks on which work is being performed. 
This is referred to as the earned value (EV) and is the origin of the term for this control 
process.

5. Calculate both a project’s budget variance and schedule variance while it is still in process. 
Once we have collected the three key pieces of data (PV, EV, and AC), it is possible to make 
these calculations. Remember from earlier in the chapter that the schedule variance is  
calculated by the simple equation SV = EV - PV, or the difference between the earned value 
to date minus the planned value of the work scheduled to be performed to date. The budget, 
or cost, variance is calculated as CV = EV - AC, or the earned value minus the actual cost of 
work performed.

A simplified model that fits the principal elements of earned value together (PV, EV, AC, 
BAC, and EAC) is shown in Figure 13.12. The original baseline data, comprising both schedule 
and budget for all project tasks, is indicated by the planned value (PV) line and budget at comple-
tion (BAC) estimate for the project. Notice that PV follows a standard S-curve outline. Actual costs 
at the time of this assessment (when the calculations are being made) are shown on the AC line, 
which has been steadily tracking above the planned value to date. Earned value is illustrated as 
a line below the PV baseline, suggesting that the project’s current earned value is below expecta-
tions. The dotted line represents the forecast for project performance to completion (EAC). Note 
that the line is tracking well above the project’s planned value, suggesting that based on current 
performance, which drives projections to completion, the project is likely to finish over budget 
and past the scheduled completion date. We will see how these EVM calculations and forecasted 
projections to completion are actually calculated in the next section.

Assessing a Project’s Earned Value

Table 13.4 presents the first components of a calculated earned value analysis on Project Mercury.3 
This project has a planned seven-month duration and a $118,000 budget. The project began in 
January and we are interested in calculating its earned value as of the end of June. For simplicity’s 
sake, the total work packages for this project are only seven in number. If we know the amount 
budgeted for each work package and when that work is slated to be done, we can construct a 
budget table similar to that shown in Table 13.4. Notice that each work package has a fixed budget 
across a number of time periods (e.g., Staffing is budgeted to cost $15,000 and is to be performed 
almost equally across the months of January and February, while Blueprinting begins in March, 

with $4,000 budgeted to be spent, and concludes in April with $6,000).
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If we plot the expenses across each month of the project completed to date (January through 
June), we find that we can determine the amount budgeted and, through gathering some informa-
tion from the project team and the accountant, the actual amount spent each month. These sets of 
figures are added to the bottom four rows of the table. For example, note that by March, we had 
planned to spend $21,000 in project budget on activities to date. Our actual cumulative costs were 
$27,000. The obvious question is: Is this good news or bad news? On the surface, we might conclude 
that it is bad news because we have overspent our budget. However, recall that the chief problem 
with S-curve methodology is that it only considers actual costs versus planned costs. This simply is 
not sufficient information for us to make any real determination of the status of the project.

The key pieces of information that allow us to identify earned value are included in the right-
hand columns. We are very interested in determining the current status of the project based on 
the number of tasks completed over the time budgeted to them. Therefore, the last columns show 
the planned expenditures for each task, the percentage of the tasks completed, and the calculated 
value. Value in this sense is simply the product of the planned expenditures and the percentage of 
these tasks completed. For example, under the work package Blueprinting, we see that this activity 
was given a planned budget of $10,000 across two months total. To date, 80% of that activity has 
been completed, resulting in $8,000 in value. If we total the columns for planned expenditures and 
actual value (EV), we come up with our project’s planned budget ($118,000) and the value realized 
at the end of June ($44,000).

We now have enough information to make a reasonable determination of the project’s 
status using Earned Value Management. The first number we require is the planned value 
(PV). This value can be found as the cumulative planned costs at the end of the month of June 
($103,000). We also have calculated that the earned value for the project to date (EV) totals 
$44,000. The schedule variances that are of interest to us are the Schedule Performance Index 
(SPI) and the estimated time to completion. The SPI is determined by dividing the EV by the 
PV. Table 13.5 shows this calculation ($44,000/103,000 = .43). With the SPI, we can now project 
the length of time it should take to complete the project. Because the SPI is telling us that we 
are operating at only 43% efficiency in implementing the project, we take the reciprocal of the 
SPI multiplied by the original project schedule to determine the projected actual time frame to 
completion for the project (1/.43 * 7 = 16.3 months). The bad news is: It appears that as of June, 
we cannot expect to complete this project for an  additional 10 months; we are running more 
than nine months behind schedule.

How about costs? Although we are running more than nine months late, can we make simi-
lar projections about the project in terms of how much it is projected to finally cost? The answer, 
according to EVM, is yes. Just as we can determine schedule variances, we can also compute cost 

TABLE 13.4 Earned Value Table (end of June) with $6,000 for Project Mercury (in thousands $)

Activity Jan Feb Mar Apr May June July Plan % Comp. Value

Staffing 8  7  15 100 15

Blueprinting  4  6  10  80  8

Prototype 
Development

 2  8  10  60  6

Full Design  3  8  10  21  33  7

Construction  2  30  32  25  8

Transfer  10  10   0  0

Punch List  15   5  20   0  0

© = 118 44

Monthly Plan 8  7  6 17 10  55  15

Cumulative 8 15 21 38 48 103 118

Monthly 
Actual

8 11  8 11 10  30   0

Cumulative 
Actual

8 19 27 38 48  78
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variances, as long as we have two very important pieces of data—the cumulative actual cost of 
work performed (AC) and the earned value (EV). The earned value figure has already been calcu-
lated ($44,000), and now we turn back to Table 13.4 to locate the AC. The cumulative actual cost at 
the end of June is $78,000. This figure is our AC and is entered into Table 13.6.

As we did in calculating schedule variance, we calculate cost variance by dividing the EV by 
AC, or $44,000/78,000 = .56. That is the Cost Performance Index (CPI) for this project. Determining 
the projected cost of the project involves taking the reciprocal of the CPI multiplied by the original 
project budget ($118,000). The bad news is: Not only is this project well behind schedule, but it also 
is projected to end up costing more than $210,000, a significant cost overrun.

Finally, we can plot these variance values graphically, showing the difference between EV 
(earned value) and PV and AC (see Figure 13.13). The intriguing result of this example suggests 
how misleading simple S-curves can sometimes be. For example, in this case, we have discovered a 
difference at the end of June of $25,000 between the AC ($78,000) and PV ($103,000). Although the 
analysis at that point showed that we had underspent our budget slightly, the results were actually 
more serious when viewed from the perspective of earned value by the end of June ($44,000). In 
reality, the schedule and cost variances were much more severe due to the lag in earned value on 

TABLE 13.5 Schedule Variances for Project Mercury EVM

Schedule Variances

Planned Value (PV) 103

Earned Value (EV) 44

Schedule Performance Index EV/PV = 44/103 = .43

Estimated Time to Completion (1/.43 * 7) = 16.3 months

TABLE 13.6 Cost Variances for Project Mercury EVM

Cost Variances

Cumulative Actual Cost of Work Performed (AC) 78

Earned Value (EV) 44

Cost Performance Index EV/AC = 44/78 = .56

Estimated Cumulative Cost to Completion (1/.56 * $118,000) = $210,714
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the project, as calculated by the percentage completion of all scheduled tasks. This example clearly 
shows the advantages of earned value for more accurately determining actual project status as a 
function of its three component pieces: time, budget, and completion.

Earned value can be employed to measure trends in project performance. Trends are impor-
tant because we want more than simple, one-time assessments of our project’s status; we want to 
be able to determine whether CPI and SPI are trending up, down, or remaining stationary. So, for 
example, it is possible to develop cumulative values for CPI and SPI as follows:

Cumulative CPI = Cumulative EV/Cumulative AC, or:

CPIC
= EVC/ACC

Likewise, Cumulative SPI = Cumulative EV/Cumulative PV, or:

SPIC
= EVC/PVC

Let us see how these values can be derived in an actual example. Suppose we collected cost 
data for our project over four months as shown in Table 13.7.

Our results suggest that after July, CPI dropped significantly for the month of August, before 
trending upwards in each of the final two months. Further, cumulative CPI (CPIC) continued to 
track above the threshold 1.0 level and in recent months has shown a steady positive trend.

Now, using the same data, let’s develop the cumulative SPI (SPIC) table for this example. 
Suppose that our data is as shown in Table 13.8. We can see from the calculation of SPIC that the 
project’s schedule performance has been steadily improving and by the end of this four-month 
segment, has improved from 0.92 to nearly 1.0. Cumulative SPI and CPI values are important for 
updating overall project performance to a master EVM report, rather than relying on a series of 
discrete “snapshots” of the project at different points in time.

We can also perform Earned Value Management using MS Project 2013. Suppose that we 
wished to track Project Atlas, shown in Figure 13.14. Notice that as of August 14, the project is 
beginning to show some signs of delay. By this point, we should have completed four of the six 
work packages, and yet Testing, for which Stewart is responsible, is only now getting under way. 
From a monitoring and control perspective, the question we want to answer is: How does EVM 
indicate the potential delays in our project?

Suppose that, in addition to regularly updating the baseline schedule, we have been track-
ing the costs associated with each of the work packages and have found, as Figure 13.15 shows, 
that we have spent all budgeted money allotted to the work packages of Design, Engineering, and 

TABLE 13.7 Calculating Cumulative CPI for Trend Analysis

EV EVC AC ACC CPI CPIC

July $27,500 $ 27,500 $20,000 $ 20,000 1.38 1.38

August $58,000 $ 85,500 $62,000 $ 82,000 0.94 1.04

September $74,500 $160,000 $69,000 $151,000 1.08 1.06

October $40,000 $200,000 $35,500 $186,500 1.13 1.07

TABLE 13.8 Calculating Cumulative SPI for Trend Analysis

EV EVC PV PVC SPI SPIC

July $27,500 $ 27,500 $30,000 $ 30,000 0.92 0.92

August $58,000 $ 85,500 $60,500 $ 90,500 0.96 0.94

September $74,500 $160,000 $75,000 $165,500 0.99 0.97

October $40,000 $200,000 $37,500 $203,000 1.07 0.99



 13.3 Earned Value Management 449

FIGURE 13.15 Sample Cost Report for Project Atlas on August 14

Source: MS Project 2013, Microsoft Corporation

FIGURE 13.14 Sample Gantt Chart for Project Atlas Showing Status on August 14

Source: MS Project 2013, Microsoft Corporation

Supplier Qualification. We have only spent $288 of our Testing budget. These are the actual cost 
values (AC) for these activities. We now have sufficient updated information to determine the 
earned value for Project Atlas as of August 14.

Figure 13.16 shows an example of an earned value report generated by MS Project 2013 
for our Project Atlas.* In addition to providing the key metrics of PV, EV, and AC (see footnote), 
the report generates both schedule and cost variances. Schedule variance (SV) is simply the 
difference between earned value and planned value, while cost variance (CV) is the difference 
between earned value and actual cost. The Estimate at Completion (EAC) column shows the 
expected total cost of the project to completion based on performance across the various tasks 
up to the status date. Note that for Project Atlas, we are currently projecting schedule and cost 
variances, suggesting that our project is over budget and behind schedule. In fact, the EAC dem-
onstrates that based on the progress made by August 14, this project is expected to cost $7,180 to 
completion.

* MS Project 2013 uses the term BCWS (Budgeted Cost of Work Scheduled) for planned value (PV), BCWP (Budgeted 
Cost of Work Performed) for earned value (EV), and ACWP (Actual Cost of Work Performed) for actual cost (AC). As 
Figure 13.16 demonstrates, MS Project 2013 employs older terms in conjunction with the newer terminology that has been 
updated by the Project Management Institute’s PMBoK.
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13.4 USING EARNED VALUE TO MANAGE A PORTFOLIO OF PROJECTS

Earned Value Management can work at the portfolio level as well as with individual projects. The 
process simply involves the aggregation of all earned value measures across the firm’s entire proj-
ect portfolio in order to give an indication as to the efficiency with which a company is managing 
its projects. Table 13.9 gives an example of a portfolio-level Earned Value Management control 
table that identifies both positive and negative cost and schedule variances and, based on these 
evaluations, projects the cost to completion of each current project.4

Other useful information contained in the Portfolio Earned Value Management table includes 
the total positive variances for both budget and schedule, as well as a determination of the relative 
schedule and cost variances as a percentage of the total project portfolio. In the example shown in 
Table 13.7, the company is running average cost and schedule variances on its projects of 7.34% 
and 6.84%, respectively. The use of Earned Value Management for portfolio tracking and  control 
offers top management an excellent window into the firm’s ability to efficiently run projects, 
allows for comparisons across all projects currently in development, and isolates both the positive 
and  negative variances as they occur. All of this is useful information for top-level management of 
multiple projects.

FIGURE 13.16 Earned Value Report for Project Atlas on August 14

Source: MS Project 2013, Microsoft Corporation

TABLE 13.9 Project Portfolio Earned Value (in thousands $)

Project PV EV Time Var ($) Var AC Cost Var ($) Var+ Plan
Est. at 

Completion

Alpha 91 73 -18 18 83 -10 10 254 289

Beta 130 135 5 0 125 10 0 302 280

Gamma 65 60 -5 5 75 -15 15 127 159

Delta 25 23 -2 2 27 -4 4 48 56

Epsilon 84 82 -2 2 81 1 0 180 178

395 373 391 962

Total Schedule Variance 27 Total Cost Variance 29

Relative Schedule Variance 27/395 = 6.84% Relative Cost Variance 29/395 = 7.34%
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PROJECT PROFILE

Earned Value at Northrop Grumman

“There comes a time to shoot the engineers and get on with production.” This statement, commonly voiced in defense 
industry companies, refers to the engineers’ tendency to continually improve but never complete a project. The pen-
chant for continual “tinkering” has enormous implications for companies that live or die by their ability to effectively 
and efficiently implement their projects. The type of work defense contractors perform further complicates the prob-
lem. There is a standing requirement that a company must meet the government’s stringent cost and quality control 
tests as it brings projects through the development cycle. In an effort to regain control of the project development 
process, defense contractor Northrop Grumman has been committed to the use of Earned Value Management for a 
number of years.

Northrop Grumman, one of the world’s leading defense contractors (see Figure 13.17), has been using Earned 
Value Management as a key component of its approach to better project tracking and control. Because of the numer-
ous projects the company routinely undertakes, its annual operating budget for projects runs into the billions of  dollars. 
With dozens of projects under way at any time and enormous capital commitments supporting these ventures, it is 
 imperative that the corporation develop and maintain the most sophisticated project control system possible.

Northrop Grumman has selected Earned Value Management as its primary project control device for the  following 
reasons:

1. EVM develops a comprehensive baseline plan for the scope of the program’s work over its entire duration.
2. The system incorporates tools to measure work performance and accomplishments based on objective criteria.
3. EVM analyzes and forecasts the impact of signi"cant variances from the plan.
4. It produces managerial decision-making information in ascending levels of management.
5. EVM provides action plans for corrective actions when something digresses from the baseline plan.
6. All parties involved in the plan agree to and document all changes.

The company has developed a four-tier approach for project control using EVM. All projects are classified into one of 
the following categories, requiring an individualized approach to EVM creation:

Tier One is the most stringent because it requires most of the system’s features to be identi"ed. This approach is 
employed when a contract requires that a large amount of detailed information be produced and reported.

Tier Two is similar to Tier One except that the contract requires close management oversight because the project 
is risky, and there is a heavier burden to meet pro"t margin goals.

Tier Three applies to programs of signi"cant size that are mature and running smoothly.

Tier Four applies the bene"ts of earned value to projects with low administrative costs.

FIGURE 13.17 Northrop Grumman’s B-2 Bomber

Source: Mark Meyer/The Life Images Collection/Getty Images

(continued)
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13.5 ISSUES IN THE EFFECTIVE USE OF EARNED VALUE MANAGEMENT

As with any other metric that helps us understand the “true” status of an ongoing project, the 
key to effective use of EVM lies in providing accurate and up-to-date information on the project, 
particularly in terms of the percentage of work packages completed. Because this information is 
key to determining the earned value at any point in time, the calculated EV is only as accurate as 
project team members and managers allow it to be through developing and enforcing an honest 
reporting system.

In our Project Mercury example shown earlier (Table 13.4), the percentage completion col-
umn included values ranging from 100, 80, 60, 33, 25, to zero. In reality, organizations often adopt 
a simpler decision rule for assigning completion percentages. Among the more common methods 
for assigning completion values are the following:

1. 0/100 rule—The simplest and perhaps least effective method requires that a project activity 
be assigned a value of zero (0) until the point the activity is finished, at which time the value 
switches to 100%. This rule works best for work packages with very short durations, such as 
a day or two, but it is not useful for longer work packages because it provides little real-time 
information on an ongoing basis. It also makes sense for work packages that require vendor 
deliveries or that depend upon external stakeholders performing required steps. For exam-
ple, we count a work package as “complete” when the vendor delivers a needed component.

2. 50/50 rule—Under this decision rule, an activity that has been started automatically receives 
a valuation of 50% completed. That value remains attached to the work package until the 

Northrop Grumman uses EVM at every stage of a project, from developing the original metrics at the contract 
proposal stage, to updating them in the form of a full-blown work breakdown structure (WBS) once a project has been 
won and is under development, to routinely updating the status of project activities on a weekly basis. Over time, the 
company discovered that monthly reviews were simply too far apart and did not allow for real-time corrective action 
when it was necessary.

Flow of Earned Value System

Earned value begins early at Northrop Grumman projects. In fact, there is a “flow” to the EVM system, beginning at the 
proposal stage, moving into a baseline development phase when a contract has been awarded, and then becoming part 
of a routine maintenance and data generation phase as the project is in development and moving toward successful 
completion.

Proposal stage. The speci"cs of the program are determined at this stage. Among the key considerations to be 
determined is the form of EVM to be applied to the program if the proposal is successful and the contract awarded. 
Different clients may require different earned value metrics or evaluation windows that have to become part of the 
proposal.

Contract award. When Northrop Grumman is selected as the successful contractor, all critical elements and require-
ments of the project are de"ned, including WBS, scope, delivery schedule, target budgets, as well as an earned value 
plan that will be used as the basis for status measurement and updates across the project life cycle.

Baseline stage. Once the preliminary scope and deliverables have been agreed to between the contractor and 
the client, the detailed planning, project schedule, and formal work authorization is developed. The baseline is cre-
ated now that key work packages and deliverables are identi"ed and budgets are assigned to create a time-phased 
 project budget.

Maintenance phase. Once the project baseline is established and formally signed off by key parties, the project 
passes to the monitoring and control stage, where the key advantages of EVM are clearly realized. Performance is 
measured, schedules are updated, and all signi"cant variances are identi"ed and reported. People responsible for 
the actual performance of the work receive EVM reports at the detailed level and the system is transparent so that 
government representatives, interested in status updates, can receive real-time data on cost performance (CPI) and 
schedule performance (SPI) in accordance with contract requirements. Throughout the project life cycle, EVM consid-
erations continue to drive the project forward; shaping the organization of the project, the development of critical 
planning features, and the manner in which it is controlled.

At Northrop Grumman, EVM is not simply an option, but a corporate mandate. The four-tier approach helps the 
company tailor the system to each new project in order to apply it correctly for maximum benefit, cost control, and 
corporate profitability.5
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activity has been completed, at which time it becomes 100% completed. Like the 0/100 rule 
above, this decision model is used most often for work packages of very short duration.

3. Percentage complete rule—Under the percentage complete rule, the project manager and 
team members mutually agree on a set of completion milestones, whether they are based 
on quarters (25%, 50%, 75%, 100%), thirds (33%, 67%, 100%), or some other values. Then, on 
a regular basis, the status of each in-process work package in the project is updated. A new 
completion value may or may not be assigned to the package, and then the project’s EVM 
is updated based on this new information. As noted earlier, the key to making this process 
work lies in honest appraisal of the status of ongoing activities, based not on time elapsed or 
budget spent but on actual percentage of the activity completed.

An important caveat with the percentage complete rule has to do with the controversy surround-
ing the level of detail to be used in calculating task value. Critics of earned value argue that unless 
reasonable gradients of completion are acknowledged and used by all parties, there is a high 
potential to create misleading information through the earned value analysis. For example, one 
criticism leveled at EVM argues that excessive levels of detail are dangerous and essentially not 
interpretable. For example, suppose a project uses completion values based on 10% increments 
(e.g., 10%, 20%, 30%, etc.). As a practical matter, it is fundamentally impossible to successfully 
delineate between, say, 30% and 40% completion for most project activities; hence, the use of too 
much detail is more likely to mislead than to clarify the true status of a project.

The chief exception to this difficulty with the project complete rule occurs in projects in 
which there is a fair degree of prior knowledge of how well delineated the development process 
is or in situations where it is easier to accurately gauge the amount of work done within any proj-
ect task. In a simple construction project, for example, where the project steps are well known in 
advance and rigorously followed, a higher level of detail can be employed. Likewise, in the case 
of software development where the task consists of writing code, a senior programmer may have 
an excellent sense of the total number of lines of code needed to complete the task. Therefore, if 
the total task requires approximately 5,000 lines of code and a programmer completes 500 lines of 
the program, it would be reasonable to assign a figure of 10% completion of the total task perfor-
mance requirement.

The importance of establishing a reasonable standard for project performance cannot be 
overemphasized. In the absence of a clear set of guidelines for identifying cutoff points and the 
appropriate level of detail, it is possible to derive very different conclusions from the same project 
information. For example, let us revisit the earlier EVM problem shown in Table 13.4. This time, 
we will use two decision rules as regards the levels of detail for project activities in calculating 
value and EV. In the first example, shown in Table 13.10, column 1 gives the original calculations, 
based on the first set of percentage complete values from Table 13.4. In column 2, I have employed 
a simple decision rule based on three increments (0, 50%, and 100% complete). Column 3 shows a 
slightly more precise level of detail, employing levels of 0, 25%, 50%, 75%, and 100% complete. I 
have rounded the original percentage completion values (shown in column 1) to the closest equiv-
alents in the other two alternatives.

Note what occurs as a result of using alternative levels of detail; rounding the level of com-
pletion values to a simplified 0%, 50%, 100% completion scheme results in significantly differ-
ent results, both for projecting future project schedule and cost deviations. The original schedule 
overrun that projected a new completion of 16.28 months has been improved to 12.73 months, or 
a schedule overrun of only 5.73 months. Likewise, the original earned value budget projection for 
the project ($210,714) has been reduced to $163,889, for a savings of $46,825 due merely to adopt-
ing an alternative level of detail for project activity completion. Similarly, using the level of detail 
with slightly more gradients (0, 25%, 50%, 75%, and 100%), shown in column 3, and rounding 
the original values to most closely match this alternative, we discover that the future projections 
for the project, as developed through the SPI and CPI, are more negative than the originals. The 
new project schedule is forecast to last 17.5 months and the revised project budget has increased 
to $226,923, or $16,209 more than our first projection. Even more compelling, the absolute differ-
ence between the high and low budget projections is more than $63,000, all due to moving from 
a three-point level of detail (column 2) to one based on five levels of completion (column 3). Is 
one approach “more correct” than the other? Absent some decision rule or logic for making these 
determinations, it is virtually impossible to suggest that one level of detail is more representative 
of the “true” status of project activity completion.
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As this chapter has noted, earned value management is not a flawless methodology for 
project tracking and control, particularly as it pertains to the problems in accurately determining 
the percentage of work packages completed at any time point during the project’s development. 
Nevertheless, EVM does represent a significant step forward in allowing project managers and 
their teams to gain a better perspective on the “true” nature of a project’s status midstream, that 
is, in the middle of the development and implementation process.6 This sort of real-time informa-
tion can be invaluable in helping us gain current information and begin to develop realistic plans 
for correcting any systematic problems with the development process. The more we learn, and the 
faster we learn it, of a project’s status, the better equipped we will be to take measured and effec-
tive steps to get a troubled project back on track.

In recent years, developments in project monitoring and control have led to some modifica-
tions and enhancements to the standard EVM processes widely in use. For example, an additional 
criticism of earned value relates to its use of cost data (budget) to assess not only cost performance 
but also schedule performance. That is, it has been reasonably argued that earned value does a 
fine job of monitoring cost performance relative to value earned in a project at any given point in 
time. We have seen how this information can be used for forecasting project costs at completion. 
However, there is a philosophical disconnect in the idea of using cost data to measure schedule per-
formance; that is, using this same cost information as a means for forecasting schedule performance 
has been shown to potentially skewed data, leading to falsely positive or negative status assess-
ments the further into a project we get. One solution recommended is the use of Earned Schedule 
(ES) as a complement to standard EVM analysis.7 ES is developed in detail in the appendix to this 
chapter. Another criticism of EVM lies in its potential lack of usefulness for some classes of projects 
that are more complex or involve uncertain technologies, like R&D or radical new product devel-
opment projects. For these complex product system (CoPS) projects, authors have suggested that 
standard metrics of project performance may simply be ineffective and instead, propose a variation 
of EVM referred to as Earned Readiness Management (ERM) that focuses on the maturity of the 
project and overall system development. Though still in its early stages, ERM shows promise for 
combining the best features of earned value with a broader perspective needed for these projects.8

13.6 HUMAN FACTORS IN PROJECT EVALUATION AND CONTROL

Another recurring problem with establishing accurate or meaningful EVM results has to do with 
the need to recognize the human factor in all project activity completion projections. That is, 
there is a strong incentive in most organizations for project team members to continuously report 

TABLE 13.10 Calculating Project Mercury Earned Value Based on Alternate Levels of Detail (in thousands $)

Col. 1  
(Original)

Col. 2  
(0, 50, 100%)

Col. 3  
(0, 25, 50, 75, 100%)

Activity
Planned 

Value % Comp. Value % Comp. Value % Comp. Value

Staffing 15 100 15 100 15 100 15

Blueprinting 10 80 8 100 10 75 7.5

Prototype Development 10 60 6 50 5 50 5

Full Design 21 33 7 50 10.5 25 5.25

Construction 32 25 8 50 16 25 8

Transfer 10 0 0 0 0 0 0

Punch List 20 0 0 0 0 0 0

Total EV =

SPI and Projection to Completion

CPI and Project to Completion

44/103 = .43

(1/.43 * 7) = 16.28 mos.

44/78 = .56

$210,714

44

56.5/103 = .55

(1/.55 * 7) = 12.73 mos.

56.5/78 = .72

$163,889

56.5 40.75

40.75/103 = .40

(1/.40 * 7) = 17.5 mos.

40.75/78 = .52

$226,923
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stronger results than may be warranted in the interest of looking good for the boss or sending the 
right signals about the project’s status. Worse, many times implicit or even explicit pressure may 
come from the project managers themselves, as they find themselves under pressure from top 
management to show steady results. Hence, the level of detail controversy is not simply one of 
accurately matching technical performance on the project to the best external indicator or number 
of gradients. Often it is also a problem rooted in human behavior, suggesting that excessively fine 
levels of detail not only may be inappropriate for the types of project activities we engage in, but 
also may be prone to misuse by the project team.

The common feature of control approaches is their reliance on measurable data based on 
project outcomes; that is, the results of project actions taken in any one time period are collected 
and reported after the fact. Hence, we determine schedule or cost variance after the information 
has been collected and reported. Some project management writers, however, have suggested that 
it is equally essential to maintain a clear understanding of the importance of the management of 
people in the project implementation process. In other words, the data collected from the various 
evaluation and control techniques represents important outcome measures of the project; however, 
comprehensive project control also requires that the project organization employ sufficient process 
evaluations to determine how the development is progressing.

A key component of any process evaluation of project performance must include an assess-
ment of its people, their technical skills, management, teamwork, communication processes, moti-
vation, leadership, and so forth.9 In short, many evaluation and control techniques (such as EVM) 
will do an excellent job in answering the “what” questions (What is the status of the project? What 
is our cost efficiency factor? What tasks are currently running late?), but they do not attempt to 
answer the “why” questions (Why are activities behind schedule? Why is the project team per-
forming at a suboptimal level?). In an effort to provide answers to the “why” questions, work on 
the human processes in project management has been initiated and continues to be done.

Past research examining the impact of human factors on project success bears out the impor-
tance of considering the wider “management” challenge inherent in managing projects. For exam-
ple, early work of Baker and colleagues10 identified a variety of factors that directly predict project 
success. Included in their list were issues such as:

Project coordination and relations among stakeholders
Adequacy of project structure and control
Project uniqueness, importance, and public exposure
Success criteria salience and consensus
Lack of budgetary pressure
Avoidance of initial overoptimism and conceptual difficulties

Their findings bear out the importance of having a clear knowledge of the managerial challenges 
involved when implementing projects. These findings have been reinforced by other research that 
has examined a set of both successful and unsuccessful projects across their life cycle.11

The findings of such research are intriguing because of the importance they place on the man-
agerial and human behavioral aspects of project management for project success. As Table 13.11 
shows, regardless of whether the project studied was a success or failure, the factors that were of 
highest importance demonstrate some clear similarities. Issues such as leadership, top management 
support, team and personal motivation, and client support were consistently linked with project 
success, suggesting once again that an understanding of the project management process is keenly 
important for determining the likelihood of a project’s successful outcome.

One of the key recurring problems, however, with making wider use of nontechnical infor-
mation as a method for controlling projects and assessing their ongoing status lies in the question 
of measurement. Although financial and schedule data can be easily acquired and are relatively 
easy to interpret, measuring human processes such as motivation level, leadership, top manage-
ment support, and so forth is highly problematic. As a result, even though a number of project 
management theorists have accepted the argument for inclusion of human process factors in 
assessing the status of ongoing projects, there has been little agreement as to how best to make 
such assessments, interpret the results, and use the findings in a prescriptive manner to improve 
the project processes.

The work of Pinto and Slevin12 addresses the shortcomings with behavioral assessments 
of project management processes. They formulated the Project Implementation Profile (PIP), a 
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10-factor instrument that assesses the performance of the project team with respect to 10 critical 
success factors, that is, those factors they found to be predictive of project success. The advantage 
of the PIP is that it allows project teams to formally assess their performance on the ongoing proj-
ect, allowing for midcourse correction and improvement of the management process itself. The 10 
critical success factors represent an important, supplemental source of information on the proj-
ect’s status. Coupled with other types of evaluation and control information supplied through the 
tracking of cost and schedule variance against the project baseline, project teams can develop a 
comprehensive vision of the project’s status throughout its development.

Critical Success Factor Definitions

The 10 critical success factors identified by Pinto and Slevin in formulating the Project 
Implementation Profile (PIP) instrument are (1) project mission, (2) top management support, 
(3) project plans and schedules, (4) client consultation, (5) personnel, (6) technical tasks, (7) client 
acceptance, (8) monitoring and feedback, (9) communication, and (10) troubleshooting. Each of 
these factors is discussed in more detail in the text that follows.

Project mission, the first factor, relates to the underlying purpose for the project. Project suc-
cess is predicated on the importance of clearly defining objectives as well as ultimate benefits to be 
derived from the project. Many times, the initial stage of project management consists of a feasibil-
ity decision. Are the objectives clear and can they succeed? Project mission refers to a condition in 
which the objectives of the project are clear and understood, not only by the project team involved, 
but also by the other departments in the organization. The project manager must be concerned 
with clarification of objectives as well as achieving broad belief in the congruence of the objectives 
with overall organizational objectives.

Top management support, the second factor, has long been considered of great importance in 
distinguishing between ultimate success and failure. Project managers and their teams not only are 
dependent upon top management for authority, direction, and support, but also are the conduit 
for implementing top management’s plans, or goals, for the organization.13 Further, if the project 
is being developed for an internal audience (one within the company), the degree of management 

TABLE 13.11 Key Success Drivers and Inhibitors

Stage Successful Projects Factors Stage Failed Projects Factors

Formation Personal ambition Formation Unmotivated team

Top management support Poor leadership

Team motivation Technical limitations

Clear objectives Funding problems

Technological advantage

Buildup Team motivation Buildup Unmotivated team

Personal motivation Conflict in objectives

Top management support Leadership problems

Technical expertise Poor top management support

Technical problems

Main Phase Team motivation Main Phase Unmotivated team

Personal motivation Poor top management support

Client support Deficient procedures

Top management support

Closeout Personal motivation Closeout Poor control

Team motivation Poor financial support

Top management support Unclear objectives

Financial support Leadership problems
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support for a project will lead to significant variations in the degree of acceptance or resistance 
to that project or product. Top management’s support of the project may involve aspects such as 
allocation of sufficient resources (financial, personnel, time, etc.) as well as project management’s 
confidence in support from top management in the event of a crisis.

The third factor, project plans and schedules, refers to the importance of developing a detailed 
plan of the required stages of the implementation process. It is important to remember, however, 
that the activities associated with project planning and project scheduling are distinct from each 
other. Planning, which is the first and more general step in developing the project implementation 
strategy, is composed of scope definition, creation of a Work Breakdown Structure, and resource 
and activity assignments. Scheduling is the setting of time frames and milestones for each impor-
tant element in the overall project. The project plans and schedules factor is concerned with the 
degree to which time schedules, milestones, labor, and equipment requirements are specified. 
There must be a satisfactory measurement system to judge actual performance against budget 
allowances and time schedules.

The fourth factor is client consultation. The “client” is anyone who ultimately will be using 
the product of the project, either as a customer outside the company or as a department within 
the  organization. Increasingly, the need for client consultation has been recognized as important in 
attempting a system implementation; indeed, the degree to which clients are personally involved 
in the implementation process correlates directly with variations in their support for projects.14 It is 
important to identify the clients for the project and accurately determine if their needs are being met.

The fifth factor, personnel, includes recruitment, selection, and training of project team mem-
bers. An important, but often overlooked, aspect of the implementation process concerns the 
nature of the personnel involved. In many situations, personnel for the project team are chosen 
with less than full regard for the skills necessary to actively contribute to implementation success. 
The personnel factor is concerned with developing an implementation team with the ability and 
commitment to perform their functions.

Technical tasks, the sixth factor, refers to the necessity of having not only the required numbers 
of personnel for the implementation team but also ensuring that they possess the technical skills 
and the technology and technical support needed to perform their tasks. It is important that people 
managing a project understand the technology involved. In addition, adequate technology must 
exist to support the system. Without the necessary technology and technical skills, projects quickly 
disintegrate into a series of miscues and technical errors.

The seventh factor, client acceptance, refers to the final stage in the project development pro-
cess, at which time the overall efficacy of the project is to be determined. In addition to client 
consultation at an earlier stage in the system implementation process, it remains of ultimate impor-
tance to determine whether the clients for whom the project has been initiated will accept it. Too 
often project managers make the mistake of believing that if they handle the other stages of the 
implementation process well, the client (whether internal or external to the organization) will 
accept the resulting system. In fact, client acceptance is a stage in the project life cycle process that 
must be managed like any other.

The eighth factor, monitoring and feedback, refers to the project control process by which, at 
each stage of the project implementation, key personnel receive feedback on how the project is 
progressing compared to initial projections. Making allowances for adequate monitoring and feed-
back mechanisms gives the project manager the ability to anticipate problems, to oversee correc-
tive measures, and to ensure that no deficiencies are overlooked. Project managers need to empha-
size the importance of constant monitoring and fine-tuning project development; tracking control 
charts and Earned Value Management are excellent examples of the techniques and types of moni-
toring and control mechanisms necessary to develop a project.

Communication, the ninth factor, is not only essential within the project team itself, but—as we 
discussed in regard to stakeholder management—it is also vital between the team and the rest of 
the organization as well as with clients. Communication refers both to feedback mechanisms and 
to the necessity of exchanging information with both clients and the rest of the organization con-
cerning the project’s capabilities, the goals of the project, changes in policies and procedures, status 
reports, and so forth. Therefore, channels of communication are extremely important in creating an 
atmosphere for successful project implementation.

Troubleshooting is the tenth and final factor of the model. Problem areas exist in almost every 
project development. The measure of a successful project is not the avoidance of problems, but 
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taking the correct steps once problems develop. Regardless of how carefully the implementation 
effort is initially planned, it is impossible to foresee every trouble area or problem that can possibly 
arise. As a result, the project manager must include mechanisms in the implementation plan for 
recognizing problems and for troubleshooting them when they arise. Such mechanisms make it 
easier not only to react to problems as they arise, but also to foresee and possibly forestall potential 
problem areas in the implementation process.

Conclusions

This chapter has addressed a variety of approaches to project tracking and control. Although most 
of the models mentioned have many advantages associated with them, project management pro-
fessionals should be aware of the concomitant problems and shortcomings with these approaches 
as well. The key to developing a useful project control process lies in recognizing the strengths and 
weaknesses of the alternative methods and ultimately developing an approach that best suits the 
organization, the projects undertaken, and the stakeholders of the project. A project control process 
should be tailored, to the degree possible, to the specific needs, culture, and uses for which an 
organization intends it. Thus, under some circumstances, a simplified control system may be suf-
ficient for providing management with the types of information they require. Alternatively, some 
organizations and/or projects will need to employ highly sophisticated control processes because 
of either the unique nature of their operating processes or the demands that developing projects 
place on them (e.g., governmental stipulations and mandates).15

The comprehensive and intricate concept of project evaluation and control involves the need 
to understand alternative evaluation techniques, recognizing their particular usefulness and the 
types of information they can provide. Ultimately, however, these techniques are merely as good 
as the project planning process; that is, a good control system cannot make up for inadequate or 
inaccurate initial plans. Without effective baselines, good project cost estimation and budgeting, 
and adequate resource commitments, project control simply will not work. However, if the up-
front planning has been done effectively, project evaluation and control can work in harmony with 
the project plans, providing the project team with not only a clear road map to success, but also 
excellent mileposts along the highway.

Summary

1. Understand the nature of the control cycle 
and four key steps in a general project control 
model. Accurately evaluating the status of ongo-
ing projects represents a real challenge for project 
teams and their parent organizations. The process 
of project control, consisting of a recurring cycle of 
four steps (setting goals, measuring progress, com-
paring actual progress with plans, and correcting 
significant deviations), demonstrates a theoreti-
cal framework for understanding the continuous 
nature of project monitoring and control.

2. Recognize the strengths and weaknesses of com-
mon project evaluation and control methods. A 
number of project evaluation and control techniques 
exist, from the simplistic to the highly sophisticated. 
The most basic evaluation process, project S-curves, 
seeks to reconcile the project schedule baseline 
with planned budget expenditures. The cumula-
tive project budget, resembling the letter S, creates 
a schedule/budget relationship that early project 
monitoring methods found useful as an indicator 
of expected progress. Unfortunately, a number of 
problems with S-curve analysis preclude its use as 

an accurate evaluation and control technique. Other 
evaluation methods include milestone analysis and 
tracking Gantt charts. These approaches link project 
progress to the schedule baseline, rather than the 
project budget. As with S-curves, milestones and 
tracking charts have some advantages, but they all 
share a common drawback: the inability of these 
methods to accurately assess the status of ongoing 
activities, and therefore the “true” status of the proj-
ect, in a meaningful way. Specifically, because these 
monitoring and control methods do not link sched-
ule and budget baselines to actual ongoing project 
performance, they cannot offer a reasonable mea-
sure of project status.

3. Understand how Earned Value Management can 
assist project tracking and evaluation. Earned 
Value Management (EVM) is a powerful tool, devel-
oped through a mandate from the federal govern-
ment, to directly link project progress to schedule 
and budget baselines. In effect, EVM provides the 
missing piece of the control puzzle by requiring the 
reporting of actual project activity status on a real-
time basis. Earned Value Management has begun to 
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diffuse more rapidly within ordinary project-based 
organizations as they increasingly perceive the 
advantages of its use.

4. Use Earned Value Management for project portfo-
lio analysis. The basic principles that govern the 
use of earned value on a single project can be applied 
to a portfolio of projects. Each project is evaluated 
in terms of the basic efficiency indexes for time and 
cost, and an overall evaluation can be calculated 
for a firm’s project portfolio. This portfolio model 
allows us to determine the overall efficiency with 
which we manage projects, to see which are ahead 
and which are behind the firm’s baseline standards.

5. Understand behavioral concepts and other human 
issues in evaluation and control. A final method for 
tracking and evaluating the status of ongoing projects 
lies in the use of alternative control methods, aimed at 
assessing and managing the “human issues” in project 
management, rather than focusing exclusively on the 
technical ones. In other words, EVM and other pre-
viously discussed tracking and control mechanisms 
focus on data-driven measures of performance (bud-
get, schedules, and functionality); but other models 
that address the managerial and behavioral issues in 

project management argue that unless we merge these 
data-driven models with those that assess the project 
in terms of human interactions (leadership, top man-
agement support, communication, and so forth), it is 
possible to generate a great deal of information on the 
current status of a project without recognizing the pri-
macy of human behavior in determining the success 
or failure of project activities. To create a well-rounded 
sense of the project performance, it is necessary to 
blend purely data-driven monitoring models with 
managerial-based approaches.

6. Understand the advantages of Earned Schedule 
methods for determining project schedule vari-
ance, schedule performance index, and estimates 
to completion. The accompanying text should be: 
Earned schedule represents an alternative method 
for determining the status of a project’s schedule 
to completion by recognizing that standard Earned 
Value employs budget data to calculate not only 
estimates of project cost but also time (schedule). 
Arguing that “schedule is different,” earned sched-
ule identifies the possible schedule estimation 
errors EVM can be prone to and offers some correc-
tive procedures to adjust these calculations.

Key Terms

Actual cost of work per-
formed (AC) (p. 442)

Budgeted cost at  
completion (BAC)  
(p. 442)

Control cycle (p. 434)
Cost Performance Index 

(CPI) (p. 442)

Earned Readiness 
Management (ERM)  
(p. 454)

Earned Schedule (ES)  
(p. 454)

Earned value (EV) (p. 441)
Earned Value Management 

(EVM) (p. 440)

Estimate at Completion 
(EAC) (p. 449)

Milestone (p. 437)
Planned value (PV)  

(p. 444)
Project baseline (p. 435)
Project control (p. 435)
Project S-curve (p. 435)

Schedule Performance 
Index (SPI) (p. 442)

Schedule variance  
(p. 445)

Tracking Gantt chart  
(p. 439)

EXAMPLE OF EARNED VALUE

The Project Management Institute, the largest professional or-
ganization of project management professionals in the world, 
has developed a simple example of the logic underlying earned 
value assessment for a project. It demonstrates, in the following 
steps, the calculation of the more relevant components of earned 
value and shows how these steps fit together to contribute an 
overall understanding of earned value.

Earned value is a management technique that relates re-
source planning to schedules and to technical cost and schedule 

requirements. All work is planned, budgeted, and scheduled in 
time-phased planned value increments constituting a cost and 
schedule measurement baseline. There are two major objectives of 
an earned value system: to encourage contractors to use effective 
internal cost and schedule management control systems, and to 
permit the customer to be able to rely on timely data produced by 
those systems for determining product-oriented contract status.

Baseline. The baseline plan in Table 13.12 shows that six work 
units (A–F) would be completed at a cost of $100 for the period 
covered by this report.

Solved Problem

TABLE 13.12 Baseline Plan Work Units

A B C D E F Total

Planned value 10 15 10 25 20 20 100
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Schedule Variance. As work is performed, it is “earned” on 
the same basis as it was planned, in dollars or other quantifi-
able units such as labor hours. Planned value compared with 
earned value measures the dollar volume of work planned 
versus the equivalent dollar volume of work accomplished. 
Any difference is called a schedule variance. In contrast to 
what was planned, Table 13.13 shows that work unit D was 
not completed and work unit F was never started, or $35 of the 
planned work was not accomplished. As a result, the schedule 
variance shows that 35% of the work planned for this period 
was not done.

Cost Variance. Earned value compared with the actual cost in-
curred (from contractor accounting systems) for the work per-
formed provides an objective measure of planned and actual 
cost. Any difference is called a cost variance. A negative variance 
means more money was spent for the work accomplished than 

was planned. Table 13.14 shows the calculation of cost  variance. 
The work performed was planned to cost $65 and actually cost 
$91. The cost variance is 40%.

Spend Comparison. The typical spend comparison approach, 
whereby contractors report actual expenditures against planned 
expenditures, is not related to the work that was accomplished. 
Table 13.15 shows a simple comparison of planned and actual 
spending, which is unrelated to work performed and therefore 
not a useful comparison. The fact that the total amount spent 
was $9 less than planned for this period is not useful without 
the comparisons with work accomplished.

Use of Earned Value Data. The benefits to project management 
of the earned value approach come from the disciplined planning 
conducted and the availability of metrics that show real variances 
from the plan in order to generate necessary corrective actions.16

TABLE 13.13 Schedule Variance Work Units

A B C D E F Total

Planned value 10 15 10  25 20 20 100

Earned value 10 15 10  10 20 — 65

Schedule variance  0  0  0 -15  0 -20 -35, or -35%

TABLE 13.15 Spend Comparison Approach Work Units

A B C D E F Total

Planned spend 10 15 10 25 20 20 100

Actual spend  9 22  8 30 22 — 91

Variance  1 -7  2 -5 -2 20 9, or 9%

TABLE 13.14 Cost Variance Work Units

A B C D E F Total

Earned value 10 15 10  10 20 — 65

Actual cost  9 22  8  30 22 — 91

Cost variance  1 -7  2 -20 -2 0 -26, or -40%

13.1 Why is the generic four-stage control cycle useful for un-
derstanding how to monitor and control projects?

13.2 Why was one of the earliest project tracking devices re-
ferred to as an S-curve? Do you see value in the desire to 
link budget and schedule to view project performance?

13.3 What are some of the key drawbacks with S-curve 
analysis?

13.4 What are the benefits and drawbacks with the use of 
milestone analysis as a monitoring device?

13.5 It has been said that Earned Value Management (EVM) 
came about because the federal government often 
used “cost-plus” contractors with project organiza-
tions. Cost-plus contracting allows the contractor to 
recover full project development costs plus accumu-
lated profit from these contracts. Why would requiring 
contractor firms to employ Earned Value Management 
help the government hold the line against project cost 
overruns?

Discussion Questions
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13.6 What are the major advantages of using EVM as a proj-
ect control mechanism? What do you perceive as its 
disadvantages?

13.7 Consider the major findings of the research on human 
factors in project implementation. What common themes 
seem to emerge from the research on behavioral issues as 
a critical element in determining project status?

13.8 The 10 critical success factors have been applied in a 
variety of settings and project types. Consider a project 
with which you have been involved. Did any of these 

 factors emerge clearly as being the most important for the 
 project’s success? Why?

13.9 Identify the following terms: PV, EV, and AC. Why are 
these terms important? How do they relate to one another?

13.10 What do the Schedule Performance Index and the Cost 
Performance Index demonstrate? How can a project 
manager use this information to estimate future project 
performance?

13.11 Suppose the SPI is calculated as less than 1.0. Is this good 
news or bad news for the project? Why?

Problems

13.1 Using the following information, develop a simple S-curve 
representation of the expected cumulative budget expen-
ditures for this project (figures are in thousands).

Duration (in days)

10 20 30 40 50 60 70 80

Activities 4 8 12 20 10 8 6 2

Cumulative 4 12 24 44 54 62 68 70

13.2 Suppose the expenditure figures in Problem 1 were modi-
fied as follows (figures are in thousands).

Duration (in days)

10 20 30 40 50 60 70 80

Activities 4  8 10 14 20 24  28   8

Cumulative 4 12 22 36 56 80 108 116

Draw this S-curve. What does the new S-curve diagram 
represent? How would you explain the reason for the dif-
ferent, non-S-shape of the curve?

13.3 Assume the following information (figures are in 
thousands):

Budgeted Costs for Sample Project

Duration (in weeks)

5 10 15 20 25 30 35 40 45 Total

Design 6 2 1

Engineer 5 10 12 6

Install 7 15 30 8

Test 1 5 8 5 2

Total  
  Monthly 

Cumul.

a. Calculate the monthly budget and the monthly cumu-
lative budgets for the project.

b. Draw a project S-curve identifying the relation-
ship between the project’s budget baseline and its 
 schedule.

13.4 Use the following information to construct a tracking 
Gantt chart using MS Project.

Activities Duration Preceding Activities

A 5 days none

B 4 days A

C 3 days A

D 6 days B, C

E 4 days B

F 2 days D, E

Highlight project status on day 14 using the tracking op-
tion and assuming that all tasks to date have been com-
pleted on time. Print the output "le.

13.5 Using the information in Problem 4, highlight the project’s 
status on day 14 but assume that activity D has not yet 
begun. What would the new tracking Gantt chart show? 
Print the output file.

13.6 Use the following table to calculate project schedule vari-
ance based on the units listed (figures are in thousands).

Schedule Variance Work Units

A B C D E F Total

Planned Value 20 15 10 25 20 20 110

Earned Value 25 10 10 20 25 15

Schedule Variance

13.7 Using the data in the table below, complete the table 
by calculating the cumulative planned and cumula-
tive actual monthly budgets through the end of June. 
Complete the earned value column on the right. Assume 
the project is planned for a 12-month duration and a 
$250,000 budget.
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Activity Jan Feb Mar Apr May Jun Plan % Comp. Value

Staffing 8 7 15 100 ____

Blueprinting 4 6 10 100 ____

Prototype  
 Development

2 8 10  70 ____

Full Design 3 8 10 21  67 ____

Construction 2 30 32  25 ____

Transfer 10 10   0 ____

Monthly Plan ____ ____ ____ ____ ____ ____ ____ ____ ____

Cumulative ____ ____ ____ ____ ____ ____ ____ ____ ____

Monthly Actual 10 15 6 14 9 40

Cumul. Actual ____ ____ ____ ____ ____ ____ ____ ____ ____

13.8 Using the data from Problem 7, calculate the following values:

Schedule Variances

Planned Value (PV) _____________

Earned Value (EV) _____________

Schedule Performance Index _____________

Estimated Time to Completion _____________

Cost Variances

Actual Cost of Work Performed (AC) _____________

Earned Value (EV) _____________

Cost Performance Index _____________

Estimated Cost to Completion _____________

13.9 You are calculating the estimated time to completion for 
a project of 15 months’ duration and a budgeted cost of 
$350,000. Assuming the following information, calculate 
the Schedule Performance Index and the estimated time 
to completion (figures are in thousands).

Schedule Variances

Planned Value (PV) 65

Earned Value (EV) 58

Schedule Performance Index _____________

Estimated Time to Completion _____________

13.10 Suppose, for Problem 9, that your PV was 75 and your EV 
was 80. Recalculate the SPI and estimated time to com-
pletion for the project with this new data.

13.11 You have collected the following data based on three 
months of your project’s performance. Complete the 
table. Calculate cumulative CPI (CPIC). How is the proj-
ect performing after these three months? Is the trend pos-
itive or negative?

EV EVC AC ACC CPI CPIC

January  $30,000  $35,000

February  $95,000 $100,000

March $125,500 $138,000

13.12 You have collected EV, AC, and PV data from your 
project for a five-month period. Complete the table. 
Calculate SPIC and CPIC. Compare the cost and 
schedule performance for the project on a month- 
 by-month basis and cumulatively. How would you 
assess the performance of the project? (All values are 
in thousands $.)

EV EVC AC ACC PV PVC SPI SPIC CPI CPIC

April 8 10 7

May 17 18 16

June 25 27 23

July 15 18 15

August 7 9 8

13.13 Assume you have collected the following data for your 
project. Its budget is $75,000 and it is expected to last four 
months. After two months, you have calculated the fol-
lowing information about the project:

PV = $45,000
EV = $38,500
AC = $37,000

Table for Problem 13.12
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Calculate the SPI and CPI. Based on these values, esti-
mate the time and budget necessary to complete the proj-
ect. How would you evaluate these findings? Are they 
good news or bad news?

13.14 (Optional—Based on Earned Schedule discussion in 
Appendix 13.1.) Suppose you have a project with a Budget 
at Completion (BAC) of $250,000 and a projected length of 

10 months. After tracking the project for six months, you 
have collected the information in the table below.

a. Complete the table. How do Earned Value SPI (based 
on $) and Earned Schedule SPI differ?

b. Calculate the schedule variances for the project for 
both Earned Value and Earned Schedule. How do the 
values differ?

Jan Feb Mar Apr May Jun

PV ($) 25,000 40,000 70,000 110,000 150,000 180,000

EV ($) 20,000 32,000 60,000  95,000 123,000 151,000

SV ($) -5,000

SPI ($)   0.80

ES (mo.)   0.80

SV (t)   -.20

SPI (t)   0.80

CASE STUDY 13.1

The IT Department at Kimble College

As part of the effort to upgrade the IT capabilities at 
Kimble College, the institution initiated a program 
more than five years ago to dramatically increase the 
size of the IT department while focusing efforts toward 
data management and improving administrative func-
tions. As part of the upgrade, Kimble hired a new vice 
president of information systems, Dan Gray, and gave 
him wide latitude in identifying problems and initiat-
ing projects that would result in improving the IT sys-
tem campuswide. Dan also was given the final power 
to determine the development of new projects, which 
allowed him to field requests from the various college 
departments, determine which needs were most press-
ing, and create a portfolio of prioritized projects. Within 
two years of his arrival at Kimble, Dan was overseeing 
an IT department of 46 people, divided into four levels: 
(1) help desk support, (2) junior programmers, (3) se-
nior programmers, and (4) project team leaders. There 
were only four project team leaders, with the majority 
of Dan’s staff working either at the entry-level help 
desk or as junior programmers.

In the past three years, the performance of 
Dan’s department has been mixed. Although it has 
been responsible for taking on a number of new proj-
ects, its track record for delivery is shaky; for exam-
ple, well over half of the new projects have run past 
their budgets and initial schedules, sometimes by 
more than 100%. Worse, from the college president’s 
perspective, it does not appear that Dan has a clear 
sense of the status of the projects in his department. 

At board meetings, he routinely gives a rosy picture 
of his performance but seems incapable of answer-
ing simple questions about project delivery beyond 
vague declarations that “things are moving along 
just fine.” In the president’s view, Dan’s depart-
mental track record is not warranting the additional 
funding he keeps requesting for new equipment and 
personnel.

You have been called in, as an independent 
consultant, to assess the performance of Dan’s 
department and, in particular, the manner in which 
it runs and monitors the development of its project 
portfolio. Your initial assessment has confirmed the 
college president’s hunch: The ongoing status of 
projects in the IT department is not clearly under-
stood. Everyone is working hard, but no one can 
provide clear answers about how the projects being 
developed are doing. After asking several project 
leaders about the status of their projects and repeat-
edly receiving “Oh, fine” as a response, you realize 
that they are not being evasive; they simply do not 
know from day to day how their projects are pro-
gressing. When you ask them how they determine 
project status, the general consensus is that unless 
the project team leaders hear bad news, they assume 
everything is going fine. Furthermore, it is clear that 
even if they wanted to spend more time monitoring 
their ongoing projects, they are not sure what types 
of information they should collect to develop better 
on-time project tracking and control.

(continued)
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Questions

1. As a consultant monitoring this problem, what so-
lutions will you propose? To what degree has Dan’s 
management style contributed to the problems?

2. What are some types of project status information 
you could suggest the project team leaders begin 

to collect in order to assess the status of their 
projects?

3. How would you blend “hard data” and “mana-
gerial or behavioral” information to create a com-
prehensive view of the status of ongoing projects 
in the IT department at Kimble College?

CASE STUDY 13.2

The Superconducting Supercollider

Conceived in the 1980s as a device to accelerate particles 
in high-energy physics research, the Superconducting 
Supercollider (SSC) was a political and technical hot 
 potato from the beginning. The technical challenges as-
sociated with the SSC were daunting. Its purpose was to 
smash subatomic particles together at near the speed of 
light. That would require energy levels of 40 trillion elec-
tron volts. Using the physics of quantum mechanics, the 
goal of the project was to shed light on some of the fun-
damental questions about the formation of the universe. 
The SSC was designed to be the largest particle accelera-
tor ever constructed, far bigger than its counterpart at 
Fermi Laboratory. In order to achieve these energy levels, 
a set of 10,000 magnets was needed. Each of the magnets, 
cylindrical in shape (1 foot in diameter and 57 feet long), 
would need to operate at peak levels if the accelerator 
were to achieve the necessary energy levels for proton 
collision. The expected price tag just for the construction 
of the magnets was estimated at $1.5 billion.

The technical difficulties were only part of the over-
all scope of the project. Construction of the SSC would be 
an undertaking of unique proportions. Scientists deter-
mined that the accelerator required a racetrack-shaped 
form, buried underground for easier use. The overall 
circumference of the planned SSC required 54 miles of 
tunnel to be bored 165 to 200 feet underground. The ini-
tial budget estimate for completing the project was $5 
billion, and the estimated schedule would require eight 
years to finish the construction and technical assemblies.

The SSC’s problems began almost immediately 
after President Reagan’s 1988 kickoff of the project. First, 
the public (including Congress) had little understand-
ing of the purpose of the project. A goal as nebulous as 
“particle acceleration” for high-energy physics was not 
one easily embraced by a majority of citizens. The origi-
nal operating consortium, URA, consisted of 80 public 
and private American research centers and universities, 
but it was expected that European and Asian scientists 
also would wish to conduct experiments with the SSC. 
Consequently, the U.S. Department of Energy hoped to 
offset some of the cost through other countries. While 
initially receptive to the idea of participating in the 

project, these countries became vague about their levels 
of contribution and time frame for payment.

Another huge problem was finding a suitable loca-
tion for the site of the SSC. At its peak, work on the SSC 
was expected to employ 4,500 workers. Further, once 
in full-time operation, the SSC would require a perma-
nent staff of 2,500 employees and an annual operating 
budget of $270 million. Clearly, it was to almost every 
state’s interest to lure the SSC. The result was a political 
nightmare as the National Research Council appointed 
a site review committee to evaluate proposals from 43 
states. After making their judgments based on a series 
of performance and capability criteria, the committee 
narrowed their list to eight states. Finally, in late 1988, 
the contract for the SSC was awarded to Waxahachie, 
Texas, on a 16,000-acre tract south of Dallas. While 
Texas was thrilled with the award, the decision meant 
ruffled feathers for a number of other states and their 
disappointed congressional representatives.

The final problem with the SSC almost from the 
beginning was the mounting federal budget deficit, 
which caused more and more politicians to question 
the decision to allocate money at a time when Congress 
was looking for ways to cut more than $30 billion from 
the budget. This concern ended up being a long-term 
problem, as the SSC was allocated only $100 million for 
1989, less than one third of its initial $348 million fund-
ing request. Budget battles would be a constant refrain 
throughout the SSC’s short life.

Work proceeded slowly on the Waxahachie site 
throughout the early 1990s. Meanwhile, European finan-
cial support for the project was not forthcoming. The 
various governments privately suspected that the project 
would never be completed. Their fears were becoming 
increasingly justified as the cost of the project contin-
ued to rise. By 1993, the original $5 billion estimate had 
ballooned to $11 billion. Meanwhile, less than 20% of 
the construction had been completed. The process was  
further slowed when Congress began investigating 
expenditures and determined that accounting proce-
dures were inadequate. Clearly, control of the project’s 
budget and schedule had become a serious concern.
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In a last desperate move to save SSC funding, 
Energy Secretary Hazel O’Leary fired URA as prime 
contractor for the construction project. There was talk 
of replacing URA with a proven contractor—Martin 
Marietta and Bechtel were the two leading candidates. 
By then, however, it was a case of too little, too late. 
Costs continued to climb and work proceeded at such 
a snail’s pace that when the 1994 federal budget was 
put together, funding for the SSC had been removed 
entirely. The project was dead. The nonrecoverable costs 
to the U.S. taxpayer from the aborted project have been 
estimated at anywhere between $1 billion and $2 billion.

Few questioned the government’s capability to 
construct such a facility. The technology, though lead-
ing-edge, had been used previously in other research 
laboratories. The problem was that the pro- and anti-
SSC camps tended to split between proponents of 
pure research and those who argued (increasingly 
swaying political support their way) that multibil-
lion-dollar research having no immediate discernible 
impact on society was a luxury we could not afford, 
particularly in an era of federal budget cuts and hard 
choices. The SSC position was further weakened 
by the activities of the research consortium super-
vising the project, URA. Its behavior was termed 
increasingly arrogant by congressional oversight 

groups that began asking legitimate questions about 
expenditures and skyrocketing budget requests. In 
place of evidence of definable progress, the project 
offered only a sense of out-of-control costs and poor 
oversight—clearly not the message to send when 
American taxpayers were questioning their decision 
to foot a multibillion-dollar bill.17

Questions

1. Suppose you were a consultant called into the 
project by the federal government in 1990, when 
it still seemed viable. Given the start to the project, 
what steps would you have taken to reintroduce 
some positive “spin” on the Superconducting 
Supercollider?

2. What were the warning signs of impending fail-
ure as the project progressed? Could these signs 
have been recognized so that problems could 
have been foreseen and addressed or, in your 
opinion, was the project simply impossible to 
achieve? Take a position and argue its merits.

3. Search for “superconducting supercollider” on the 
Internet. How do the majority of stories about the 
project present it? Given the negative perspective, 
what are the top three lessons to be learned from 
this project?

CASE STUDY 13.3

Boeing’s 787 Dreamliner: Failure to Launch

It was never supposed to be this difficult. When Boeing 
announced the development of its newest and most 
high-tech aircraft, the 787 Dreamliner, it seemed that it 
had made all the right decisions. By focusing on build-
ing a more fuel-efficient aircraft, using lighter compos-
ite materials that saved on overall weight and resulted 
in a 20% lower fuel consumption, outsourcing devel-
opment work to a global network of suppliers, and 
pioneering new assembly techniques, it appeared that 
Boeing had taken a clear-eyed glimpse into the future 
of commercial air travel and designed the equivalent of 
a “home run”—a new aircraft that ticked all the boxes.

Airline customers seemed to agree. When Boeing 
announced the development of the 787 and opened its 
order book, it quickly became the best-selling aircraft 
in history, booking 847 advance orders for the airplane. 
With list prices varying from $161 to $205 million each, 
depending on the model, the Dreamliner was worth 
billions in long-term revenue streams for the company. 
The aircraft was designed for long-range flight and 

could seat up to 330 passengers. Most industry analysts 
agreed: With the introduction of the Dreamliner, the 
future had never seemed brighter for Boeing.

But when the first delivery dates slipped, yet 
again, into 2012, four years behind schedule, and 
the company’s stock price was battered in the mar-
ketplace, Boeing and its industry backers began try-
ing to unravel a maze of technical and supply chain 
problems that were threatening not just the good 
name of Boeing, but the viability of the Dreamliner. 
Derisively nicknamed the “7-L-7” for “late,” the proj-
ect had fallen victim to extensive cost overruns and 
continuous schedule slippages, and had recently 
encountered a number of worrisome structural and 
electrical faults that were alarming airlines awaiting 
delivery of their aircraft. These events combined to 
put Boeing squarely on the hot seat, as they sought 
to find a means to correct these problems and salvage 
both their reputation and the viability of their high-
profile aircraft.

(continued)
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The time frame for the development of the 
Dreamliner offers some important milestones in its 
path to commercialization, including the following:

2003—Boeing officially announced the develop-
ment of the “7E7,” its newest aircraft.
2004—First orders were received for 55 of the air-
craft from All Nippon Airlines, with a delivery 
date set for late 2008.
2005—The 7E7 was officially renamed the 787 
Dreamliner.
July 2007—The first Dreamliner was unveiled in 
a rollout ceremony at Boeing’s assembly plant in 
Everett, Washington.
October 2007—The first six-month delay was 
 announced. The problems identified included 
supplier delivery delays and problems with the 
fasteners used to attach composite components of 
the aircraft together. The program director, Mike 
Bair, was replaced a week later.
November 2008—Boeing announced the fifth 
delay in the schedule, due to continuing coordi-
nation problems with global suppliers, repeated 
failures of fasteners, and the effects of a machin-
ist strike. The first flight was pushed out until the 
second quarter of 2009.
June 2009—Boeing announced that the first flight 
was postponed “due to a need to reinforce an area 
within the side-of-body section of the aircraft.” 
They further delayed the first test flight until late 
2009. At the same time, Boeing wrote off $2.5 bil-
lion in costs for the first three 787s built.
December 7, 2009—First successful test flight of 
the 787.

July 2010—Boeing announced that schedule slip-
pages would push first deliveries into 2011. They 
blamed an engine blowout at a test bed in Rolls-
Royce’s plant, although Rolls denied that its en-
gines were the cause of schedule delay.
August 2010—Air India announced a $1 billion 
compensation claim against Boeing, citing re-
peated delivery delays for the twenty-seven 787s 
it had on order.
November 9, 2010—Fire broke out on Dreamliner 
#2 on its test flight near Laredo, Texas. The fire was 
quickly extinguished and the cause was attributed 
to a fault in the electrical systems. The aircraft were 
grounded for extensive testing. With that technical 
mishap, it was feared that the delivery date for the 
aircraft would be pushed into 2012.
January 19, 2011—Boeing announced another 
delay in its 787 delivery schedule. The latest (and 
seventh official) delay came more than two months 
after the Dreamliner #2 electrical fire. All Nippon 
Airways, the jet’s first customer, was informed that 
the earliest it could expect delivery of the first of 
its 55-airplane order would be the third quarter of 
2011, though expectations were high that the air-
line might not receive any aircraft until early 2012, 
making final delivery nearly 3½ years late.

There is no question that the Dreamliner is a state-
of-the-art aircraft. The 787 is the first commercial air-
craft that makes extensive use of composite materials in 
place of aluminum, both for framing and for the external 
“skin.” In fact, each 787 contains approximately 35 tons of 
carbon fiber-reinforced plastic. Carbon fiber composites 
have a higher strength-to-weight ratio than traditional 

FIGURE 13.18 Boeing’s 787 Dreamliner

Source: Peter Carey/Alamy
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aircraft materials, such as aluminum and steel, and help 
make the 787 a lighter aircraft. These composites are used 
on fuselage, wings, tail, doors, and interior sections, and 
aluminum is used on wing and tail leading edges. The 
fuselage is assembled in one-piece composite barrel sec-
tions instead of the multiple aluminum sheets and some 
50,000 fasteners used on existing aircraft. Because of the 
lighter weight and a new generation of jet engines used 
to power it, the Dreamliner has a lower cost of opera-
tions, which makes it especially appealing to airlines. 
Additionally, the global supply chain that Boeing estab-
lished to manufacture components for the aircraft reads 
like a who’s who list of international experts. Firms in 
Sweden, Japan, South Korea, France, England, Italy, and 
India all have major contracts with Boeing to supply 
parts of the aircraft, which are shipped to two assembly 
plants in the United States (one in Washington and the 
other planned for South Carolina) for final assembly and 
testing before being sent to customers. In short, the 787 
is an incredibly complicated product, both in terms of 
its physical makeup and the intricate supply chain that 
Boeing created to produce it.

So complicated is the 787 program, in fact, that 
it may be the case that in developing the Dreamliner, 
Boeing has simply tried to do too much at one time. 
Critics have argued that creating a new generation 
aircraft with composite materials while routing an 
entirely new supply chain, maintaining quality con-
trol, and debugging a long list of unexpected problems 
is simply beyond the capability of any organization, 
no matter how highly skilled in project manage-
ment they may be. Suppliers have been struggling 
to meet Boeing’s exacting technical standards, with 
early test versions of the nose section, for example, 
failing Boeing’s testing and being deemed unaccept-
able. Boeing has undertaken a huge risk with the 
Dreamliner. In a bid to hold down costs, the company 
has engaged in extreme outsourcing, leaving it highly 
dependent on a far-flung supply chain that includes 43 
“top-tier” suppliers on three continents. It is the first 
time Boeing has ever outsourced the most critical areas 
of the plane, the wing and the fuselage. About 80% of 
the Dreamliner is being fabricated by outside suppli-
ers, versus 51% for existing Boeing planes.

Jim McNerney, chief executive of Boeing, has 
admitted that the 787 development plans, involving sig-
nificant outsourcing, were “overly ambitious”: “While 
game-changing innovation of this magnitude is never 
easy, we’ve seen more of the bleeding edge of innova-
tion than we’d ever care to see again. So we are adjusting 
our approach for future programs.” McNerney contin-
ued, “We are disappointed over the schedule changes. 
Notwithstanding the challenges that we are experienc-
ing in bringing forward this game-changing product, we 
remain confident in the design of the 787.”

Three Years Later—Update on the Status  
of the Dreamliner

Boeing’s 787 officially entered commercial service on 
September 25, 2011, with Air Nippon of Japan. As of 2014, 
there were orders placed for 1,031 Dreamliners and a total 
of 162 had been delivered and were in service world-
wide. Since introduction, Dreamliners have logged more 
than 500,000 hours in the air with 21 carriers. Troubles 
with reliability continue to dog the Dreamliner, however. 
Although original concerns about cracks and structural 
flaws in the composite materials appear to have abated, 
since its debut in late 2011, the 787 has experienced a 
series of malfunctions, including a three-month ground-
ing of the global fleet in 2013 after battery meltdowns on 
two planes. Air India, which hasn’t reported an annual 
profit since 2007, and low-cost airliner Norwegian Air 
built their growth plans around the composite-material 
airliner and its promise of more fuel-efficient operation. 
However, both airlines have reported dissatisfaction 
with the current state of Dreamliner quality and reliabil-
ity, throwing their operating strategies into question. Air 
India, which has ordered 27 of the aircraft, was forced 
to divert one of its 787s to Kuala Lumpur as recently as 
February 2014 as a precaution after a software fault on 
a flight to New Delhi from Melbourne. They recently 
announced that they would be seeking compensation 
from Boeing after the carrier found that its Dreamliners 
are not as fuel efficient as Boeing claimed when selling 
them. In January 2014, Japan Airlines, one of the biggest 
operators of the Dreamliner, found a battery cell in an 
empty jet smoking during preflight maintenance.

Randy Tinseth, Boeing’s vice president of market-
ing, said reliability levels are climbing as the company 
works closely with airline operations personnel and 
makes other changes. “All of our customers are seeing 
improvement in reliability over time,” Mr. Tinseth said, 
but he declined to predict when the 787 would match 
the 777’s track record exceeding 99% reliability.

“We continue on a positive trajectory,” he said, 
“but when we get there, it’s difficult to predict.”18

Questions

1. In evaluating the development of the 787 
Dreamliner, what are some of the unique factors 
in this project that make it so difficult to accu-
rately monitor and control?

2. Comment on the following statement: “In trying 
to control development of the 787, Boeing should 
have been monitoring and controlling the perfor-
mance of its suppliers.” Do you agree or disagree 
that Boeing’s project management should have 
been fully extended to its suppliers? Why?

3. As you read the case, what do you see as the criti-
cal issues that appear to be causing the majority 
of the project delivery and quality problems?
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Internet Exercises

13.1 Go to www.brighthubpm.com/monitoring-projects/51982-
understanding-the-s-curve-theory-for-project-manage-
ment-monitoring/ and read the article on the multiple uses 
of project S-curves. What does the article suggest about the 
use of different S-curves and analysis methods?

13.2 Go to www.nu-solutions.com/downloads/earned_value_
lite.pdf and access the article by Q. W. Fleming and J. M. 
Koppelman, “Earned Value Lite: Earned Value for the 
Masses.” From your reading, summarize the 10 key steps 
in EVM and the advantages they argue earned value offers 
for project control and evaluation.

13.3 Go to www.acq.osd.mil/evm and explore the various 
links and screens. What does the size and diversity of this 
site tell you about the acceptance and use of earned value 
in organizations today?

13.4 Go to www.erpgenie.com/general/project.htm and ac-
cess the reading on “Six Steps to Successful Sponsorship.” 
Consider the critical success factors it identifies for man-
aging an IT project implementation. How do these factors 
map onto the 10-factor model of Pinto and Slevin? How do 
you account for differences?

13.5 Type in the address www.massdot.state.ma.us/highway/
TheBigDig.aspx and navigate through the Web site sup-
porting the Boston Tunnel project. Evaluate the perfor-
mance of this project using the model of 10 critical project 
success factors discussed in this chapter. How does the 
project rate, in your opinion? Present specific examples 
and evidence to support your ratings.

MS Project Exercises

Exercise 13.1

Using the following data, enter the various tasks and create a 
Gantt chart using MS Project. Assign the individuals responsi-

ble for each activity, and once you have completed the network, 
update it with the percentage complete tool. What does the MS 
Project output file look like?

Activity Duration Predecessors Resource % Complete

A. Research product 6 — Tom Allen 100

B. Interview customers 4 A Liz Watts  75

C. Design survey 5 A Rich Watkins  50

D. Collect data 4 B, C Gary Sims   0

Exercise 13.2

Now, suppose we assign costs to each of the resources in the 
following amounts:

Resource Cost

Tom Allen $50/hour

Liz Watts $55/hour

Rich Watkins $18/hour

Gary Sims $12.50/hour

Create the resource usage statement for the project as of the 
most recent update. What are project expenses per task to date?

Exercise 13.3

Use MS Project to create a Project Summary Report of the most 
recent project status.

Exercise 13.4

Using the data shown in the network precedence table  below, 
enter the various tasks in MS Project. Then select a date 
 approximately halfway through the overall project duration, 
and update all tasks in the network to show current status. 

You may assume that Activities A through I are now 100% com-
pleted. What does the tracking Gantt look like?

Project—Remodeling an Appliance

Activity Duration Predecessors

A. Conduct competitive analysis  3 —

B. Review field sales reports  2 —

C.  Conduct tech capabilities 
assessment  5 —

D. Develop focus group data  2 A, B, C

E. Conduct telephone surveys  3 D

F.  Identify relevant specification 
improvements  3 E

G.   Interface with marketing  
staff  1 F

H.  Develop engineering 
specifications  5 G

I.  Check and debug designs  4 H

J.  Develop testing protocol  3 G

K.  Identify critical performance 
levels  2 J
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Activity Duration Predecessors

L.  Assess and modify product 
components  6 I, K

M.  Conduct capabilities 
assessment 12 L

N. Identify selection criteria  3 M

O. Develop RFQ  4 M

P.  Develop production master 
schedule  5 N, O

Q. Liaison with sales staff  1 P

R. Prepare product launch  3 Q

Exercise 13.5

Use the following information to construct a Gantt chart in MS 
Project. What is the expected duration of the project (critical 
path)? Assume the project is halfway finished in terms of the 
schedule (day 16 completed) but activity completion percent-
ages are as shown. Construct a tracking Gantt chart for the proj-
ect (be sure to show the percentage complete for each activity). 
What would it look like?

 
Activity

Duration 
(in Days)

 
Predecessors

% Completed 
(Day 16)

A  6 None 100%

B  2 A 100%

C  4 A 100%

D  7 C  14%

E 10 D   0%

F  6 B, C  33%

G  5 E, F   0%

Exercise 13.6

Using the date for Problem 14, add the resource assignments 
to each of the activities and input their hourly rates as shown. 
Construct an earned value chart for the project. Which ac-
tivities have negative variances? What is the estimate at 
completion (EAC) for the project? (Hint: Remember to click 
“Set baseline” prior to creating EVM table. The EVM table 
is found by clicking on the “View” tab, then “Tables,” then 
“Other Tables”.)

Resource Name Hourly Rate ($)

Josh 12.00

Mary 13.50

Evan 10.00

Adrian 22.00

Susan 18.50

Aaron 17.00

Katie 32.00

Project—Remodeling an Appliance (Continued) PMP CERTIFICATION SAMPLE QUESTIONS

1. Suppose your PV for a project was $100,000 and your 
EV was $60,000. Your Schedule Performance Index 
(SPI) for this project would be:

a. 1.52
b. .60
c. You cannot calculate SPI with the information 

provided
d. 1.66

2. Activity A is worth $500, is complete, and actually cost 
$500. Activity B is worth $1,000, is 50% complete, and 
has actually cost $700 so far. Activity C is worth $100, 
is 75% complete, and has actually cost $90 so far. What 
is the total earned value for the project?

a. $1,600
b. $1,075
c. $1,290
d. -$1,075

3. Using the information in Question 2, calculate the Cost 
Performance Index (CPI) for the project.

a. 1.20
b. -1.20
c. 0.83
d. -0.83

4. Which of the following gives the remaining amount to 
be spent on the project in Questions 2 and 3 based on 
current spending ef&ciency?

a. Budget remaining
b. Estimate to complete
c. Cost variance
d. Cost Performance Index (CPI)

5. Activity A is worth $100, is complete, and actually 
cost $150. Activity B is worth $500, is 75% complete, 
and has actually cost $400 so far. Activity C is worth 
$500, is 25% complete, and has actually cost $200 so 
far. What is the estimated cost to completion for the 
project?

a. $1,100
b. $750
c. $880
d. $1,375

Answers:  1.  b—SPI is calculated by dividing earned value 
(EV) by planned value (PV);  2.  b—Earned Value is $1,075 to 
date;  3. c—CPI is calculated as earned value (EV) divided by 
actual cost (AC). In this case, that is $1.075/$1,290, or 0.83;  
4.  b— Estimate to complete;  5.  d—Estimate to completion is 
based on the formula (1/.80) * $1,100, or $1,375.
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APPENDIX 13.1

Earned Schedule*

Research and practice using Earned Value Management (EVM) has shown that this method for 
project tracking and forecasting is reliable and offers the project team an accurate snapshot of both 
the project’s current status and a forecast of its completion conditions. However, in recent years, 
some critics have noted that EVM also has some important limitations. One of the most important 
of these limitations is the fact that all project status information is derived in terms of the project’s 
budget, including the project Schedule Performance Index (SPI) and schedule variance. A second 
concern voiced about EVM is that it becomes less precise (unreliable) the farther a project pro-
gresses and that by the latter stages of the project, the information derived from EVM may be either 
unjustifiably positive or negative. Finally, it has been suggested that EVM becomes an imprecise 
metric for projects that have already overrun, that is, whose duration has exceeded the original 
baseline end date. In other words, how do we determine the ongoing status of a project once it is 
officially “late”?

Let us consider these objections to EVM in turn. First, we know that EVM is derived from the proj-
ect’s budget, not its schedule performance, but intuitively, it makes better sense that a project’s schedule 
performance should be in terms of units of time. For example, remember that Schedule Variance (SV) is 
calculated by Earned Value (EV) minus Planned Value (PV), and the formula for &nding the Schedule 
Performance Index (SPI) is SPI = EV/PV. Thus, we are assessing the project’s schedule performance, 
not as a function of time, but of money. We can see this graphically by considering Figure 13.19, which 
shows a generic project EVM measure. The vertical axis of the performance chart is in terms of budget 
dollars, and the resulting schedule variance is also expressed in terms of the project’s budget. The EVM 
metrics for schedule, then, are Earned Value (EV) and Planned Valued (PV).

The second concern suggests that the closer to completion a project gets, the less precise and 
useful is the information that EVM provides. The signi&cance of cost-based ratios used with planned 
duration to predict a project’s &nal duration can be illustrated by a simple example. Assume a proj-
ect with a budget of $1,000 has completed most of its planned work, with EV = $990, PV = $1,000, 
BAC = $1,000, and PD (Planned Duration) = 12 weeks. These metrics give an SPI of 0.99, which 
yields a &nal duration of 12.12 weeks: Estimate at Completion = 1/.99 * 12. We can see from simple 
inspection that as EV approaches PV, and ultimately BAC, forecasted project duration decreases, 
because the upper limit for EV is always BAC. Regardless of whether this calculation is performed 
during week 10 or week 15, the cost-based ratio yields the same results and can show that an  

* Portions of this appendix were prepared in collaboration with Bill Mowery, MPM, PMP.

CPI = EV/AC

PV

CV

SV

EV

AC

Time

$

SPI = EV/PV

FIGURE 13.19 Earned Value Performance 

Metrics

Source: Lipke, W. H. (2003, Spring). “Schedule is 
different,” The Measureable News, pp. 10–15. Project 
Management Institute, Schedule is different,” The 
Measureable News “ pp. 10–15. Project Management 
Institute, Inc (2003). Copyright and all rights reserved. 
Material from this publication has been reproduced 
with the permission of PMI.
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in-progress project has a forecasted completion date in the past. This issue suggests that EVM be-
comes less precise the closer a project is to its completion. Where early indicators are reasonably ac-
curate, by the &nal stages of the project’s life cycle, the project schedule metric (remember, it is based 
on monetary units) is likely to show encouraging evidence of completion. However, it is during the 
&nal stages of the project that Cost Variance and Schedule Variance data begin to diverge.

Critics of EVM have pointed out this quirk in the system; as a project moves closer to its sup-
posed completion date, its planned value converges on the project’s planned cost—that is, PV = BAC 
(Budgeted at Completion). However, with late projects, the project’s planned value has usually already 
converged on the project’s overall budget (i.e., PV = BAC), while EV is still incrementally achieving this 
value. Once PV = BAC at the project’s planned completion date, the project cannot be measured as being 
“later.” In effect, there are measurement errors that do not become apparent until a project is already late.

The solution that researchers have adopted is to introduce the concept of Earned Schedule (ES) 
project management. Earned Schedule recognizes, &rst, that for accurate forecasts of project sched-
ule, some unit of time must be the metric to consider, rather than EVM’s cost-based approach. Earned 
Schedule uses a relatively simple formulation to achieve its purpose, which is to derive a time-based 
measurement of schedule performance by comparing a project’s EV today (actual time) to a point on 
the performance measurement baseline (the Planned Value curve) where it should have been earned. 
The difference in the two times represents a true time-based Schedule Variance, or, in Earned Schedule 
notation, SVt. The derivation of Earned Schedule metrics is shown in Figure 13.20. As the &gure demon-
strates, the Schedule Performance Index for any project can be recon&gured from the original, SPI($) =  
EV/PV, to the alternative: SPI(t) = ES/AT. In the second equation, the Schedule Performance Index for 
an Earned Schedule calculation divides the Earned Schedule value by Actual Time. Likewise, in this 
second con&guration, Earned Schedule variance equals Earned Schedule minus Actual Time (ES – AT).

To calculate Earned Schedule, we use the project’s current earned value (EV) to identify in 
which time increment of PV the cost value occurs. The value of ES is then equal to the cumulative 
time to the beginning of that increment plus some portion of it. For example, suppose we wished, 
at the end of June, to calculate the ES of a project that began January 1 (see Figure 13.20). We use 
monthly increments in our calculation; thus, because we are at the end of June, AT = 6. We can see 
visually that by the end of June, the project’s schedule has slipped some degree; in fact, we see that 
we have completed all of April and some portion of May’s work by the end of June. We can use the 
following formula to determine the project’s ES:

ES = C + (EV - PVc)/(PVc+1 - PVc)

where C is the number of time increments on the project schedule baseline where EV Ú PV. In our 
speci&c example above, with monthly time increments, the formula becomes:

ES = 4 + 3EV(+) - PV(April)4 > 3PV(May) - PV(April)4

PV
Comparison of EV

and PV

SPI(t) = ES/AT SV($) = EV − PV

SV(t) = ES − ATSPI($) = EV/PV

EV

J J JF M M

Time

$

A A

ES = All of April + Portion of May

FIGURE 13.20 Earned Schedule Example (end of June)
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We can see an example of a complete Earned Schedule calculation in the following case. Sup-
pose we have been collecting data on the status of our project for the past six months, using the 
standard EVM method. Table 13.16 gives this information.

Calculating the ES for January, we have the values:

EV (Jan) = 95

PV (Jan) = 105

We can use this information to calculate ES, SV, and SPI for the project, using the formulas we 
found previously:

ES = 0 + (95 - 0)/(105 - 0) = 0.90

SV (t) = ES - AT, or 0.90 - 1.0 = -0.10

SPI (t) = ES/C, or 0.90/1 = 0.90

Using this information, let’s complete the ES table to the end of June (see Table 13.15). The table 
now aligns with Figure 13.20.

We can see from the information we have calculated in Table 13.17 coupled with Figure 13.20 
that by the end of June, a comparison of the project’s PV with actual ES shows a serious slippage. 
Speci&cally, by the end of June, we have only completed the project’s schedule to approximately 
halfway through the May period. Furthermore, the schedule variance and SPI values have been 
worsening over the past four months, suggesting that the slippage is accelerating. This information 
is not necessarily obvious from the standard earned value table, which uses project budget dollars. 
Finally, research demonstrates that the SPI based on dollars versus the SPI using time can become 
very different as the project moves toward completion. Thus, as noted earlier, real data con&rm 
one of the central concerns about EVM, namely, that its estimates for schedule become increasingly 
imprecise the later into the project we move.

The relative accuracy of Earned Schedule versus EVM can be further illustrated when we use 
it to anticipate schedule variances and possible project delays. Let’s use the following example to 
compare the results we might &nd when using EVM versus Earned Schedule. Suppose we have a 

TABLE 13.16 Earned Schedule Table

Jan Feb Mar Apr May Jun Jul

PV ($)  105  200  515  845 1,175 1,475 1,805

EV ($)   95  180  470  770 1,065 1,315

SV ($)  -10  -20  -45  -75  -110  -160

SPI ($) 0.91 0.90 0.91 0.91   0.90   0.89

Month Count     1    2    3    4      5      6      7

ES (mo)

SV (t)

SPI (t)

TABLE 13.17 Completed Earned Value/Schedule Table

Jan Feb Mar Apr May Jun Jul

PV ($)   105   200   515   845  1,175 1,475 1,805

EV ($)     95   180   470   770  1,065 1,315

SV ($)    -10    -20    -45    -75   -110  -160

SPI ($)    0.91   0.90    0.91    0.91     0.90   0.89

Month Count       1      2      3      4        5       6       7

ES (mo)    0.90  1.79  2.86  3.77   4.66   5.47

SV (t) -0.10 -0.21 -0.14 -0.23  -0.33 -0.53

SPI (t)    0.90  0.90   0.95   0.94   0.93   0.91
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project planned for 18 months’ duration (PD) and a total budget of $231,280 (BAC). At the end of 
16 months, $234,080 has been spent (AC) while we only have achieved an EV of $207,470. We &rst 
calculate budget performance, or Cost Variance (CV), as CV = EV - AC, or:

CV = +207,470 - +234,080, or -+26,610

Schedule Variance (SV), for our example, also can be calculated based on this information. Recall 
that SV = EV - PV, or:

SV = +207,470 - +220,490, or -+13,020

The above &gures show that the project is over budget and behind schedule, but to what degree over 
the life of the project? We can also use this information to calculate Schedule Performance  Index 
(SPI) and Cost Performance Index (CPI) for the project. Respectively, these values are found as:

 CPI = EV>AC, or +207,470>+234,080 = .89

 SPI = EV>PC, or +207,470>+220,490 = .94

We know from earlier in this chapter that the simple interpretation of these values suggests that 
each dollar spent on the project is only producing 89 cents’ worth of work, and each 8-hour day is 
producing only 7.5 hours of effective work. What would the long-term effects of these values be on 
the project? One way to determine that is to estimate the &nal schedule duration, the Estimate at 
Completion for Time (EACt), found through the following formula:

EACt =

BAC

SPI

BAC

PD

where

BAC = Budget at Completion ($231,280)

PD = Planned Duration (18 months)

SPI = Schedule Performance Index (0.94)

Solving for EACt in our example, we &nd:

231,280

0.94

231,280

18

= 19.15 months

We can solve a similar equation to &nd the Estimate at Completion (EAC) for the project’s budget. 
Dividing the BAC of $231,280 by the CPI (0.89) yields an estimated cost at completion for the proj-
ect of $259,870.

To see how Earned Value and Earned Schedule calculations can lead to important divergence, 
let’s use the same information from the above example, shown in Table 13.18, with ES formulas to 
determine the project’s schedule status when we use time metrics, not budget data.

TABLE 13.18 Sample Performance Data (in thousands $)

Dec Jan Feb Mar

Month 13 14 15 16

Planned Value 184.47 198.72 211.49 220.49

Earned Value 173.51 186.71 198.74 207.47

Cumul. Actual Cost 196.76 211.25 224.80 234.08
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TABLE 13.19 Comparison of EVM and Earned Schedule Metrics for Sample Project

Metric Earned Value Earned Schedule

Schedule Variance (SV) -$13,020 -1.31 months

Schedule Performance Index (SPI)     0.94 0.92

Forecast Duration (IEAC)    19.15 months 19.61 months

Recall that at the end of month 16, we are interested in determining the status of the schedule. 
Our formula to calculate Earned Schedule (ES) is given as:

ES = C + (EV - PVc)>(PVc+1 - PVc)

where

C = the number of time months on the schedule baseline where EV Ú PV, or 14 months

EV = $207,470

PV14 = $198,720

PV15 = $211,490

ES = 14 + (207,470 - 198,720)/(211,490 - 198,720) = 14.69 months

Applying our Schedule Variance equation, SVt = ES - Actual Time (AT), we &nd that the project is 
1.31 months behind schedule (SVt = 16 - 14.69). We can now apply this information to the Earned 
Schedule’s Schedule Performance Index (SPIt) formula, given as:

SPIt = ES>AT = 14.69/16 = 0.92

Lastly, we can derive our projection for the project’s &nal duration, using the Independent 
Estimate at Completion for time (IEACt), and come up with the duration forecast, as shown:

IEACt = PD>SPIt

where

PD (Planned Duration) = 18 months
IEACt = 18/0.92 = 19.51 months

Consider the results condensed into Table 13.19. When we compare the variances, perfor-
mance indexes, and projections to completion for the project using EVM versus Earned Schedule, 
we can see some important discrepancies. First, note the obvious point that for schedule variance, 
Earned Schedule provides an actual duration estimate based on time, not dollars. Thus, we can 
relate to the information more easily. However, it is more intriguing to see the differences when 
Earned Schedule is applied to the SPI in order to determine the likely overall project duration. In 
this case, the Earned Schedule value suggests &nal project duration of 19.51 months, or about half 
a month later than a similar calculation using EVM.

Earned Schedule is a relatively new concept that has sparked debate within the project 
management community. To date, most research supporting Earned Schedule has come either 
from small samples in &eld tests or through computer models. Nevertheless, the underlying 
arguments supporting Earned Schedule do bear careful consideration. Research suggests that 
EVM has a tendency to become unreliable as a project moves to completion, and thus it is im-
portant to understand to what degree that is of the ES approach actually improves. Another 
advantage of Earned Schedule is that the calculations are relatively straightforward and the 
data can be manipulated from the same information obtained for EVM calculations. Thus, at 
a minimum, Earned Schedule offers an important “check” to verify the accuracy of EVM for 
project monitoring, particularly as the project begins to overrun its baseline or move toward 
completion.19
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